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ABSTRACT

This contribution examines preferential treatment of selected frequency bands in DMT
DSL’s bit-swapping and loading procedures. The result is an example of a nearly
optimally performing DSM Level 2 distributed loading method that isa minor adjustment
to water-filling when the margin-cap (or “politeness’) indication ison. The gains of this
distributed method over Level 1 DSM occur with only the use of an indication of “margin
cap” on or off by an SMC, completely consistent with the margin-cap definition in the
DSM report. With an additional transfer of infrequently, but centrally, computed band
preferences, optimal performance can be obtained in all situations. Such preferences can
be easily distributed by re-interpretation of existing non-politeness-pertinent VDSL 2 fields
when politeness (margin cap) ison.
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1. Introduction

Level 2 DSM’s spectrum balancing can effect large data rate gains through an Spectrum Maintenance
Center's (SMC's) central imposition of politeness upon users that otherwise transmit too much power in
their victim's essential spectrum band. A theoretical bound on Level 2 performance was introduced in
[1], but unfortunately called for a highly complex centralized bit-swapping mechanism that could not
redistically be considered for implementation. Reference [2] simultaneously introduced that specification
of preferred transmission band for some DSLs, but otherwise allowing them to adapt autonomously with
water-fill-like loading algorithms, offered a practical aternative called “band preference” Many
references (see the appendix) have subsequently attempted to address mechanisms for such band
preference, but have commonly still required a level of message passing that render dubious their
realization. This contribution provides a distributed loading algorithm that requires an SMC to indicate
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only which of two closely related loading algorithms should be used autonomously by each user. The
distributed band-preference performance is essentialy that of [1], thus facilitating practical realization of
Level 2 DSM.

Fortunately, after a period of debate, the current released DSM report [3] alows for indication of an
exceptionally polite loading agorithm under the name of “margin-cap mode” or “margin-cap indication.”
This margin-cap indicator is used in the band-preference method of this contribution to alert certain
DSL’s to be exceptionally polite while others may and be less polite by operating with the margin-cap
mode off. Whether using band preference (margin cap on) or not (margin cap off), all spectrum and
power limits are always observed.

Normal water-filling-like loading algorithms can be implemented via bit-swapping to select spectra that
obeys power-spectral-density masks, power limits, and margin limits (at al frequenciesis still good even)
when the margin-cap indication is off. However, when the SMC directs a user to observe margin-cap, the
loading algorithm bears an additional restriction that it should load more bits to bands that water-filling
would otherwise have limited. When the SMC alerts specific users to behave in said polite manner, those
users give preference to frequency bands of relatively lower nominal SNR if their specified DSL service
data rate can be so achieved. In so doing, those polite users reduce crosstalk into their victims
autonomously as best asthey can.

Rather than completely detail the loading algorithms in the main body, this contribution provides a
complete description in the appendix of the algorithms. Instead, the main body focuses on the basic
concept in Section 2, showing the use of the margin-cap mode. Section 2 also suggests an optional re-use
of some unused fieldsin VDSL 2 that are better used to pass some information that can provide additional
gains but still avoid central swapping. Section 3 then provides performance results.

2. Band Preference Basics
Figure 1 illustrates the basic band preference concept. This example has been well studied in DSM and

Margin cap = ON

______________________________________________________________

VDSL
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SMC

P e L user 2
- 1200 m

Margin cap = OFF

Figure\l— illustration of SMC setting margin cap on for extra politeness from user 1.

corresponds to a situation where Level 2 DSM can provide an enlarged set of possible data rates for both
users (see Annex C of the DSM Report [3]). The SMC recognizes this “near/far” like situation for
upstream DSL via data collected on the DSM-D interface and subsequently requests that User 1 be polite
by indicating margin-cap mode on the DSM-C interface. (The DSM-C and DSM-D interfaces are not
explicitly shown, but correspond to the dashed red and green linesin Figure 1.). User 2 need not be extra
polite and does the best it can within the existing VDSL 2 spectrum and power limits. User 1 can be polite
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by avoiding frequency bands that victimize user 2, which would be lower frequenciesin this case. User 1
then attempts its data rate at higher frequencies than it would nominaly use in a crosstalk-free
environment. It uses higher frequencies first and achieves its data rate by expanding into lower
frequencies only insofar as is necessary to achieve its SMC-specified datarate.

There are a variety of loading algorithms that can be used with band preference. The basic water-filling
agorithmis:

Noise(n)
I'-|Channel (n)®
where the power is for all tones n such that it is either zero or the difference between a frequency-
independent constant K and the scaled (by the gap I") channel noise-to-signal ratio. This method is best
for single-user DSL and well-known throughout the DSL industry. There are various practical

approximations to it, but the basic spectrum looks as in (1) when margin-cap is OFF. The constant K is
the “water level.”

Power (n) = K - Q)

This contribution investigates a scaled water-filling that differs in that the constant K is different for each
of asmall set of frequency bands.

Power (n) = K Nois(m)

%y T -|Channel(n)’
where ¢, is a positive scale factor that may be different in selected frequency bands m=1,...M. The

)

scalar o, may be correctly interpreted as a “band preference” factor with smaller values

a., <a, corresponding to a statement of increased preference to load in band m over band k. Normal

water filling can maximize a sum of data rates over the DMT tones of a DSL modem. Scaled water-
filling maximizes instead a weighted sum of data rates over the DMT tones, where the weighting factors

1
in the sum for each band are the scale factors — . Clearly if all the scale factors are the same value, then
o

m

scaled water-filling is water-filling. In effect, the water-level is different in different bands for scaled
water-filling according to the preference specified by the scale factors «,,. Those using various practical
approximation to water-filling, typicaly with “incremental energy” tables will find that those tables are
simply scaled by the ¢, in different bands and their algorithms proceed just as simply and efficiently as
before.

This scaling begs a question: “Where does the loading algorithm get the «,, 7 This question is

answered in two ways in this contribution:
(1) from an SMC (which then requires additional parameters)
(2) computes them itself when margin cap ison

The latter self-computation method is called Algorithm 2 in the appendix and analyzed there. Essentialy,
though, the algorithm will initially run normal water filling and then “de-load” the best frequencies by
shifting (swapping) the bits on the best tones to bands (upper frequencies in the example of User 1 in
Figure 1). Once the maximum number of such swaps has occurred without violation of any power or
power-spectral-density constraints, the bands and the scale factors are determined autonomously by any
modem with margin-cap on.  This method’s peformance is very close to having an SMC determine the

o, and distribute them, but not quite optimum. If it is desirable to get the last performance gains, then
an SMC can centrally and infrequently determine ¢, for each user and distribute them. Such
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distribution could be done for instance in VDSL2 by re-interpreting other parameters not used with a
margin-cap observing modem — for instance, virtual noise would not be used by an SMC that is using
politeness instead with margin cap, so that field is easily sufficient to instead pass scale factors to the
modemsiif the last small performance improvement is desired.

An interesting point of scaled water-filling is that the modems continue to operate and swap. |If
conditions change, the autonomous method above (Algorithm 2 and method 2) simply re-determines a

new set of ¢, that represent its best effort at politeness for the changed condition. In no situation would

the modems be disabled from swapping, and in all situations near maximum politeness is maintained.
Intermittent noises and impul se noises should be handled with FEC (and not by raising phantom or virtua
noise levels, which isimpolite behavior for any multi-user environment)>

3. Some Performance Results

First, one should recall that when most linesin a binder have about the same length that thereislittle
advantage to optimum spectrum balancing (OSB) over simple single-water-level water-filling loading
algorithms, each implemented with a maximum margin constraint. Thus, in such situations the SMC
would either disable margin-cap mode or enableit possibly if scale factors are distributed (in which case
they’d al likely be 1). Such methods are here (and el sewhere) best known as “iterative water-filling” or
IWF. However, when lines have greatly different lengths, IWF does not provide the full improvement
over impolite present-day DSL s that often do not observe any margin-capped politeness. Figure lisa
classic example of such a situation for upstream VDSL. For clarity, DBPSM is abtained by having each
modem compute its own weights (as defined in Section 2), while BPSM is when the SMC computes the
weights.

Thus, Figure 2 provides the upstream rate regions for this situation of Figure 1. Asisclear, the IWF with
6 dB margin limits works as shown (which is much better than no margin limits, a common situation
today even in VDSL2 where the longer user essentially gets no data rate. However, this contribution
concentrates on the additional improvement for Level 2. The DBPSM (Distributed Band Preference
Spectrum Management) obtains nearly the same rate region. By distributing the scale factors by an SMC,
an additional 5% rate gain can be obtained for the shorter user.

The spectra of the two users for both OSB and DBPSM are shown in Figures 3(a) and 3(b) whereit is
clear that the small differenceis caused by the approximately flattening of the lower used frequency band
in DBPSM. That said, with distribution of scale factors, BPSM is the same as OSB.

A natural question arises to multiple users, which are easily accommodated in DBPSM (unlike OSB,
which has severe complexity limitations that grow exponentially with the number of users and can be
intractable to compute). However, it is difficult to plot multiple-user rate regionsin this case, so Table 1
below provides some sample results:

Table 1(a) - Datarate for 1200 m lines (one 600 m line, two 1200 lines)

600 mline 0SB BPSM DBPSM IWF
35 Mbps 4.48 Mbps 4.31 Mbps 3.89 Mbps 1.61 Mbps
33 Mbps 4.90 Mbps 4.76 Mbps 4.52 Mbps 1.75 Mbps

Table 1(b) - Datarate for 1200 m line (two 600 m lines, one 1200 line)
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600 mline 0SB BPSM DBPSM IWF
24.5 Mbps 4.27 Mbps 4.17 Mbps 4.01 Mbps 1.55 Mbps
22.8 Mbps 5.08 Mbps 4,77 Mbps 4.70 Mbps 1.80 Mbps

4. Discussion and Conclusions

Band-Preference loading algorithms when the margin-cap mode is set by an SMC can be a very effective
way to gain the full benefit of Level 2 DSM. More complicated situations can be investigated and two
users only were used for simplicity of presentation. The appendix discusses partitioning of more users
into two groups, strong and weak. Strong users then would have margin caps set and band preference
algorithms applied while weak users would not be asked to use band preference and thus margin cap

would be off.

Level 2 DSM extends Level 1 DSM’s basic line management, diagnostics, and simple iterative water-
filling spectrum management to effect large data rate gains in situations of mixed-length DSL binders.

DBPSM provides arealizable and simple method to obtain such best Level 2 performance.
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Figure 2 — Performance of various methods for the situation of Figure 1.
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Figure 3(a) — OSB spectrafor Figure 1.
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Figure 3(b) — DBPSM spectrafor Figurel
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Abstract—This paper introduces an algorithm for spectrum trum is appropriately managed. However, because each modem
management for digital subscriber line (DSL) systems based on maximizes its own data rate without any information about
band preference (BPSM). The proposed method influences the yna gther modems, that management is not feasible in Level

usage of spectrum through band-preference factors that subtly .
modify the loading algorithm of DSL modems. Ad-hoc algorithms 1 DSM. To address this problem, a Spectrum Management

for computing such band-preference factors are discussed. When Center (SMC) coordinates the spectra of all modems centrally
the band-preference factors are not centrally computed, a fully in Level 2 DSM, which is mainly studied in this paper. In
distributed band preference algorithm (DBPSM) is proposed to | evel 3 DSM, complete coordination, or ‘vectoring’ occurs
compute those factors with only local information. Simulation it 5| modems terminate at the same multiplexor, resulting
results in a practical very high speed DSL (VDSL) environment . w N
show that the performance of BPSM is better than that of in a vectored or MlMO_Channel [5]_' Therefore, FEXT can
Iterative Water-filling (IWF) [1] and is close to that of Optimal ~ be cancelled at the receiver (transmitter) for upstream (down-
Spectrum Balancing (OSB) [2], even with a small number of stream) transmission via the QR decomposition method. The
control parameters. The results also show that the performance gchievable rate of this FEXT-cancellation method is known
of DBPSM is also close to that of BPSM. to be close to the information theoretic bounds of the MIMO
channel.
This paper considers Level 2 DSM, for which much work

While DSL systems are widespread in today’s data accdsss been undertaken. At this level, the “optimal spectrum bal-
networks, there still exist several barriers to achieving highancing” (OSB) algorithm attempts to maximize the weighted
data rates. Chief among these barriers is Far-End Crosstsuin rate of all users [2]. Because the signal is not coordinated
(FEXT), which is the electro-magnetic interference from othén Level 2 DSM, FEXT is considered as a noise without being
same-direction users in the binder. In order to mitigate FEX@ancelled. Under this assumption, the problem to maximize
current ADSL systems rely on a Static Spectrum Managthe weighted sum rate is non-convex, and it is difficult to find
ment (SSM) scheme to set power spectral density maskstimal solutions. An exhaustive search method is infeasible
(PSDMASKSs) for all the modems [3]. PSDMASKSs limitfor this problem because of the large number of tones and
each modem’s transmitted power so that its FEXT into othesers. However, using Lagrange dual-decomposition method,
users can be guaranteed to be lower than an acceptable lewel. problem can be decomposed into per-tone optimization
However, this form of static spectrum management must peoblems in the OSB, which has a linear complexity in
designed conservatively, and thus its overall performancetégms of tones. Although the solution of the dual problem
much lower than what can be achieved by Dynamic Spectrismgenerally different from the solution of the original non-
Management (DSM). convex problem, the gap between these solutions is shown to

Techniques for DSM may be stratified into three levels afiminish as the number of tones increases [6].
coordination [4]. In Level 1 DSM, such as lterative Water- The exponential complexity in the number of users, how-
filling (IWF), each user views other users’ signals as noise aguer, prevents the application of the OSB for a practical num-
seeks to maximize its data rate in a fully distributed manndrer of users. Several methods for reducing the OSB’s expo-
Because each user runs a single-user water-filling processyantial complexity have been reported. An iterative approach
IWF, it does not require any central controller and has ia considered in [7], [8], and a message-passing algorithm is
much lower complexity compared to other DSM algorithmgroposed where the complexity is reduced through successive
However, Level 1 DSM does not perform well particularlyconvex relaxations in [9]. In this level of DSM, several
in a near-far situation, which is commonly encountered idiscrete bit-loading algorithms have been also proposed. The
remote-terminal-deployed ADSL systems and upstream VD®koblem of how to minimize the total power was studied in
systems. In these situations, the users close to the central offid@, [11] and an efficient discrete bit-loading algorithm that
have strong crosstalk channel gains as well as strong dirggtializes with a continuous algorithm such as the “SCALE”"
channel gains. Therefore, the strong crosstalk signals ocaas proposed in [12].
significantly interfere with other users’ signals unless the spec-However, these methods in Level 2 DSM require central

I. INTRODUCTION


John Cioffi
Text Box
Apenndix for 056


controllers to compute and update PSD or messages, whigformation although the performance is significantly degraded
results in significant control overheads that may be limiting near-far situations. Recently, IWF with adaptive band was
when system parameters change rapidly. Band Preferepceposed to improve the performance of these situations by
Spectrum Management (BPSM) avoids these problems &gjusting available tones of strong users [15]. In the DBPSM,
instead relying on the inherent adaptive capability of each eéch user autonomously determines its own scaling factors
the DSL modems. A central controller infrequently (e.g. on assuming that each user knows whether it has to be polite to
daily or weekly basis) communicates to each modem whidthers users or not. Because the strong users interfere with
frequency bands are preferable (and conversely undesirablepk users and degrade their performance, they should be
for loading. Cognizant of these “band preferences”, eagolite to weak users by avoiding strong interference to the
DSL modem then autonomously adapts to any subsequeories that the weak users prefer or mainly use. However, the
channel variations. Thus, BPSM significantly reduces contrsirong users are usually unaware of the existence of the weak
overhead while allowing a largely distributed implementatiorusers, and can not decide by themselves whether they should
[13] discusses a different form of BPSM based on settifge polite or not. Therefore, the SMC helps the decision of
PSDMASKS. each user by sending a bit that indicates the situation. Once
Other techniques for mitigating the control and overheatle users know that they should be polite, they load bits in a
problem have been studied in [14]. In that work, instead gblite way to other users. Meanwhile, the users who are not
solving a global optimization problem for all the users, eaalequested to be polite run the normal water-filling algorithm.
user solves a local problem that maximizes the rate of a refér-this way, the SMC only needs to send a bit to each user,
ence line while achieving its own rate target. The reference liaed each user autonomously manages its spectrum based on
particularly represents weak users in the network, and the its own information, which may be enough because of the
formation about the reference line including the channel gaissnilarity of DSL channel statistics.
and background noise is infrequently distributed. Therefore, The remainder of the paper is organized as follows: Section
each user can autonomously determine its PSD without ahyintroduces the system model of multi-user DSL systems
centralized control, although the overall performance deperasd formulates the problem. Section Il details the proposed
on a proper selection of the reference line. band-preference algorithm and Section IV shows an ad-hoc
The novel approach of the BPSM algorithm proposed heredkyorithm to compute the scaling factors. Section V introduces
to employ power-scaling factors instead of a PSDMASK [13] fully distributed BPSM. Section VI presents simulation
or the reference line [14]. These scaling factors are, heurigtésults and Section VII concludes the paper.
cally speaking, penalties that are given to tones. During the bit-
loading process, a modem usually finds the tone that requires |l. SYSTEM MODEL AND PROBLEM DEFINITION

minimum energy to load a new bit. Under the proposed algo-1ys naner considers a multi-user Discrete Multi-Tone based

rithm, the modem instead finds the tone that requires mmm:.gBMT) DSL system ofL users, which models a copper-wire

pen_alizedenergy. If a central controller determines tha_t it inder group. For each tone, the channel can be expressed as
desirable for some tones to load a smaller number of bits (  |inear system as follows:

to protect other users from FEXT), large scaling factors may be
given to those tones. In this way, the spectrum can be managed L ,

without direct control of each modem. To further reduce thevi, = Y Hilzl +nl, (i=1,---L, n=1,---,N), (1)
controlling overhead, adjacent tones are grouped into one band =1

and those tones in the band share one scaling factor. BecaVL\Jlﬁe

) > . re HiJ is the (4, /)1 entry of the channel matrix th
adjacent tones tend to have similar direct and crosstalk chanpe e H,’ is the (i,j)™ entry of the channel matrix that

ain as well as receive similar interference from alien syste re;;presents crosstalk from the transmitfeto the receiver,
9 ysten » is the output of usef, xJ, is the input of usey, n!, is the

such as Integrated Services Digital Network (ISDN) Higﬁ . . .
: L oise of user at tonen, and N is the total number of used
data rate DSL (HDSL), and other ADSL lines, grouping tho nes "
E?ﬁnggfgr?ggsst&% p(:e:;orrrnn::;:eeo:thgg/lL ar:ett?/veorTIC\I/iThurz:.m this model, no signal coordination is assumed between
S e g . lines and the signals from other users are treated as noise; such
minimum distribution of control messages while each modem y . .
. . o a multi-user channel is often called an “interference channel”.
still keeps its ability to adapt to any frequent changes.

To decrease further the amount of control messages, DliJsr—]der this assumption, the rate of uses proportional to:

tributed BPSM (DBPSM) is also proposed in this paper. In _ 1 Risipi
. . . . 7 n pn

the previously mentioned methods, the necessary information by, =logy | 14+ = 7 g

¢ ] T Iy2 + Z 2y P’ 7
or spectrum management is computed and distributed by n JFu

the SMC, and each user determines its PSD based on the
received information. However, that information may not be
available when control channels can not accommodate those N

messages. In this case, the one possible option is to let each R = Z b;,, (2)
user run the water-filling algorithm, which does not require any n=1

= log, (1 + % gl -p:;) (bits/dim)



wherehid = |HI|?, gt = hii/ (a,% + 30 i 7}) is the  Definition 2: For fixed scaling factorsx € .EN, a =1,

tone n, andl is the implementation gap.

K2 Z 0, 14 t O,
- K r .
[1l. BAND-PREFERENCEALGORITHM 0> (2 B ) =0, i py=0
A. Power Scaling Factorsy,, ;‘(n %:L
The case of a single DSL modem is first considered. A good p,, = (2 — ) v, =0, If 0<p, <Cy,
DMT modem, in the absence of PSD masks, loads bits to @ Gn
approximate the following “water-filling” condition in a tone Pn = ( 1 L F) Up >0, if pn=Ch,
SetE:{l,...7N} 1/K2+Vn Qp gn (6)
r\* . .
wf — (K1 — ) , MmeEEk, for eachn. Note again that under the scaled water-filling
n condition (6), o, = oo implies thatp, = 0, and that (6)
Z pef =P K >0 (3) with a = 1 is equivalent to (5).
nekE The following two theorems show how spectral allocation

may be controlled using the scaling factors. The first theorem
shows that for any channel and any full-power PSD, there exist
scaling constants such that the scaled water-filling condition
holds.

Theorem 1:For any given PSDp € Rf where) " p, =

where P is a total power constraint, and)* £ max(z,0).
We will say that water-filling is the process by whigli " and
K, satisfying (3) are found (for giveh, g, and P). Scaling
factors that modify (3) are introduced as follows:
Definition 1: The scaled water-filling conditioris said to

. . —N
hold when the following conditions are satisfied P, and channel gaing € RY,, there exista e R, , o = 1
N and K> € R, such that the scaled water-filling condition (6)
ol — K, TI' nek holds.
" an  gn) ’ Proof: A constructive proof is given. Choosk, =

szwf —P Ky>0 (4) ma;;neE(pn + F/gn), which satisfies) < K, < oo. This
fpyt choice of Ky implies that0 < p,, < K5 —T'/g, foralln € E.
Accordingly, the process of finding®/ and K, that satisfy Foreach € E, eitherp,, =0, orp, > 0. Forn € E such that
(4) (for givenT', g, and P) is termed scaled water-filling. P» = 0, choosew,, = oo andv,, = 0 to satisfy (6). Fom € £
For o = 1, scaled water-filling is equivalent to water-filling. such thato < p,, < C,,, choosea,, = K/ (p, +T'/gn) < o0
In (4), the factorsx may be interpreted as a tone_dependaﬁﬂd v, = 0. It may be verified by substitution that this choice
penalty that is useful for controlling the modem’s power offf an satisfies (6). Becausg, < K> —I'/g,, it also holds
that tone. For alk such that,, = oo, observe that one must = 1. u
have p, = 0 in order that the scaled-water-filing condition In Theorem 1, the dual variables, associated with the
holds. An intuitive interpretation is that setting the penalty ofSD masks may be chosen to alwaysOberhis mathemat-
tonen (namelya,,) to co has the effect of disabling tone  ical property may be interpreted as showing that the proper
The water-filling and scaled water-filling conditions may b&election ofx, acts as a “virtual PSD mask” and makes PSD
generalized to the setting where the modem has PSD maBki&sk constraint in Theorem 2 redundant (in this single-user
C,. This is a strict generalization of (3) and (4) because PStting).
masks are redundant if larger than the total power constraintThe following second theorem shows that for every set of
(C = 1- P). This generalized setting will be considered ifhannel parameters and fixed scaling constants, there exists
the remainder of the paper. The water-filing condition (3xactly one PSD satisfying the scaled water-filling condition.
generalizes to Theorem 2:For any fixeda € Kr wherea = 1, and
channel gainsg € RY,, there exists a unique € RY

K2 20,0 =0, satisfying (6). Furthermore) . p, = P unlessa = 1 cc.
F . . = =
0> (K — =) ., =0, ifp,=0 Proof: 'For n such thata,, 0, obserye thapn 0 '
In by (6). Define F' to be the remaining tone indices, that is,
r , F 2 FE—{n:a, = o} Consider the following convex
pn = K1 - an )= 0, if 0 <pp <Ch, optimization problem
= (1 - F) Ve 20, if po=Cn (5) maximize 3" 1 log (1+ 222
pn 1/K1 + I/n gn Y b p’ﬂ nsy ”EF an g F
for eachn. The (generalized) scaled water-filling condition (4) subjectto p>=0, n€ F
is therefore definddas
> pn<P )

11t may be verified that the condition (6) reduces to (4) wig@n- 1 - P. ner



Observe that the objective of (7) is strictly concavepn power than the efficient bit allocation. In addition, the efficient
becauséog(1+x) is strictly concave o € R... Furthermore, bit allocation requires the least amount of total power among
there exists a feasible point to the optimization (7), namefny bit allocations that have the same objective value in (7).
p = 0, and the feasible set is closed and bounded. TheTheorem 3:The allocation generated by the scaled discrete
optimization problem therefore has a unique optimal valubit-loading algorithm is arundominatedor efficientsolution
call it p*. Because the objective is strictly increasingpin to (7). Furthermore, the terminating valuef, b,,/«a,, found
forn € F, it follows that) . pn = >, cppn = P (unless by the algorithm is withinl of the optimal value of (7).

F =10). Proof: Because,,/«,, is concave and strictly increasing

It is known that the Karhn-Kush-Tucker (KKT) conditionsin b,,, and p,,(b,) = (2> — 1)T'/g,, is convex and strictly
are necessary and sufficient for optimality of a convex opfiacreasing inb,, the following incremental bit allocation
mization problem satisfying these properties [18]. It can b@ways generates an undominated allocation [20, Thm. 2],[20,
shown by direct computation that the KKT conditions of th€8].
optimization (7) are precisely (6). Therefore, becapgeis 1) Start with the allocatiorb = 0.
unique optimal solution to (7)p* is also the unique value 2) b,, = b,, + 1, wherem = argmax,, ((b, + 1)/, —
satisfying (6). m b /) / (P (b + 1) = Do (b2)).

) _ 3) If 3, pn(by) > P, terminate; otherwise go to step 2.
B. Scaled Bit-Loading The above condition in step 2 is exactly same with step 5 in

Current discrete bit-loading algorithms [19] require onlyhe scaled bit-loading algorithm because
slight modification to include scaling factors for the proposed
BPSM scheme. The algorithm is described in Algorithm ©n(Pn(bn +1) = pn(bn))

1. b, is the number of bits loaded on tone p,(b,) 2 = (pn(bn + 1) = pu(bn)) /(b + 1)/ — bp /). (9)
: : i : Therefore, the scaled bit-loading process generates an undom-
Algorithm 1 Scaled discrete bit-loading inated allocation. Suboptimality of less thancan be shown
1: Initialize : as a consequence of [20, Thm. 3]. [ ]
20 Ap(1) <= an(pn(1) = pa(0)), by =0, VR EE In step 5 of Algorithm 1, the tone that has the minimum
3: Iteration: incremental energy is found, and a bit is loaded on that
4: while min,, (Apf, (b, + 1)) < co do tone. The incremental energy can be equivalently expressed
5. m <= argmin,, Ap], (b, + 1) as follows.
6: if by, + 1 < bz » Pbn + 1) < Cp, and
S oron) + A+’ = Fiven A7 b 1) = b+ 1) = )
7: b <= by + 1 =a,[ ((2" 1 = 1) — (2 — 1)) /gs
8 Apy, (bm + 1) <= (P (bm + 1) — P (b)) = a, I 2b”/gn
o SN 1) — o = G (pn(ba) +T/g0). (10)
11:  end if By interpreting v, (pr (bn) + I'/g,) as a scaled water-level
12: end while on tonen at the moment wherb, bits are loaded, the

proposed bit-loading process loads a bit on the tone that has the
(2 — 1) T/g,, is the power to load,, bits on tonern, by, minimum scaled water-level, and it is coincident with scaled
is the maximum bits per tone, arfd is the maximum power yvater-fllllng condition where the resultant scaled water-level
per user. As seen above, the only modification is to scale figeflat.
incremental energy tables in a DMT modem. C. Multiuser Use of Band Preference: ISWF
The previous bltjloadln_g algorithm [19] was s.ho_wn to be the Band preference is designed for deployment in multi-user
optimal discrete bit loading process that maximizes the dar@tworks. In this setting, the users’ gaigsdepend on the
rate under the'tc')tal power constraln.t. The following theore wer allocations chosen bgther users. In particular the
shows the eff!C|ency a_md near-optimality of the propos C, with knowledge of the channel and noise, may compute
scaled bit-loading algorithm. - (4) . .
Definition 3: A bit allocation b is called anundominated bgnd prefer(_ance coefficients,, for each useri and dis-
or efﬁcientsoIL.Jtion to (7) if the following conditions hold for tribute them infrequently tp the modems over control channelg.
all b/ Each modem may then mple;ment the proposed scaled plt—
' loading algorithm to derive its intended PSD. Because the bit-

S b Jan > bafom =D pa(bl) > palba), loading process depends on the observed noise, including the
- - - - interference from other modems, any change in the modem’s

W o, = b, o, = C(0) > (b)), (8 PSD would affect all other modems and trigger updates in

Zn: n/e Zn: e ;p () 2 zﬂ:p (n)- (8) other modems’ PSDs. Since this update is performed in an
Therefore, any bit allocation that achieves a larger objectiiterative way as in IWF, it is called lterative Scaled Water-
value in (7) than the efficient bit allocation requires more tot#lilling (ISWF). Assuming that ISWF procedure converges, if



the channel and noise do not change from the instant when 600 m ser 1
the SMC computes the scaling factors, the PSD computed by ‘<<)D

each modem will be as expected at the SMC. If however, there
is a change, the modem will adapt and a minor difference will D user 2
be reflected in the power distribution. As noted previously, a 1200 m

scaling factor provides penalty information for a band, and this  Fig. 1. Two VDSL lines connected to the optical network unit
information may be nearly optimal even when channel changes
moderately. BPSM with scaling factors therefore enables DSL
modems’ rapid adjustment of their power distributide.(bit-
swapping) to moderate changes without recomputation of all
PSDs at the SMC.

czoO

D. Convergence Properties of ISWF

Once the scaling factors are distributed to the modems, the & 5
power allocations of ISWF are determined in a distributed
and iterative way like those of IWF. Because the resultant
power allocations of ISWF are not controlled by any central
entities, the convergence properties are of central importance
for practical applications of ISWF. Based on the previous work ‘ ‘ ‘ ‘ ‘ ‘ ‘
on the convergence of IWF and ASB [1], [16], [17] and [14], 1 15 2 28 mbesof paire 4 45 5
the convergence of ISWF is studied here.

For the multi-user case, the vector of ugsrscaling factors iy > ,(p) of IWF and ISWF when the number of (600m, 1200m) pairs

is o’ € R} 4, and the concatenated vector of all users’ scalirigereases

factors isa £ (a')M, € R+ . Define aM x M matrix

B = [b;;] such that

1+

or equivalently,

Thidad ., hl2al Th21la2 1 9
bis = ?3%‘{ pE } SRR (1) T&%‘{W} max {hm} < mapx{n} maxfen )
bii = : if i = j. 12 (16)
’ Ir?gﬂ({a”}’ = (12) The sufficient condition for IWF can be obtained by setting

a1 = a = 1, which is the same with the condition of [1].
Becausemax (a,b,) < maxa, maxb, for any positivea,,

B = B, + By + B, (13) andb,,, channel perameters that satisfy the sufficient eond[uon
for IWF also satisfy that of ISWF. Therefore, the iterative

where By, B,, Bs are respectively the strictly lower part,2lgorithm is guaranteed to converge for broader range of
the diagonal part, and the strictly upper part®f[17]. Let Cchannel parameters with scaling factors. (The scaling factors

Then, consider a splitting of the matri® as follows:

A1,..., A be the eigenvalues of the matri® £ (B, — provide an opportunity to stabilize the I(S)WF in any case
Bi)~ 183 The following theorem shows the sufficient conwhere the IWF might not converge.) Formally speaking, define
dition for the convergence of ISWF. a setH () as the set of channel matrices that satisfies (15) for

Theorem 4:For any fixed scaling factorsy, the power givena € R+.T.henl,H( ) € H(a) for any fixeda = 1. This
allocations uniquely converge under the ISWF algorithm igufficient condition is generally true for the line length of our

the L-user system if the following condition holds. interest. Fig. 2 shows the increase D) when the number
of users (600m, 1200m) increases. The sufficient condition
p(D) = max A < 1. (14) holds up to 3 pairs (6 users) and both IWF and IWSF are

not guaranteed to converge for more than 3 pairs. However,

Proof: See Appendix.
PP {1 does not mean that both algorithms do not converge for

The above condition has the same formulation with the suft ose numbers. and they are actually shown to converge under
cient condition for the convergence of IWF in [17] except tha y y 9
zimous simulations.

B matrix is constructed with scaling factors as well as chann
parameters. For the two-user case, the following proposition IV. SCALING FACTOR SETTING
shows mere intuitive cond_mons. . A Two-user case

Proposition 1: For any fixed scaling factors, the sufficient

condition for the convergence of ISWF is as follows: This section explains a heuristic way to find scaling factors.

Since adjacent tones are likely to have similar properties in a
b12bo1 DSL channel, adjacent tones are grouped into a “subband”,
<1 (19) and one scaling factor is allocated to each subband. For

b11b22



this technique, a two-user problem in Fig.1 is consideredit increment, incremental granularity is introduced.
Assuming user 1 to be far-located, he is assumed to be a
“weak” user and maximizes his rate while user 2 maintains Crm,a(i) = Cp(id), (20)
his target rate. Therefore, user 1 is likely to load power up . . \th L
to the PSD masks on all tones as long as the total pom)%t?erecmﬁ(z) is the (i,1m)"" entry of the table, which is the
constraint is satisfied. With user 1's power fixed at the PSEPSt incurred when user 2 loada bits on bandm. When
masks, the following bit-trade-off can be considered. If user &€ 2 €an not loadA bits any moreCy, A (i) is set as>.
loads more bits on band 1, user 1 might lose some bits on tH&!€ | shows one such example wheh = 6 and A = 70
same band because of the increased interference from usdPphe structure of Fig. 1. For instance, if user 2 loads 210
Thus, user 2 should consider loading bits on the bands whé&e32) bits in band 2, user 1 loses 8 bits in the same band. f
the loss of user 1 is minimized. This bit-trade-off betweelS€" 2 |0§d$27273’2’9’8)'A bits on each band respectively,
users is expressed as a cost table. A cost table calculatedfp total incurred cost becomeés+ 2 +5+1+0+0 = 8
this way significantly simplifies the optimization process sincdlts- User 1 can not load on high frequency tones because
it conceals the details of bit-loading process. of weak channel gains, .and therefore, no cost is incurred on
Assume thatp! are fixed as the PSD masks and p? is h|gh' frequency bangis (i.e. band 5,6) although user 2 loads
determined to achieve user 2’s rate target while maximizi aximum allowed b|_ts on those_ bands. (_Senerally, a greedy
user 1's rate. Tones are divided indé subbands, and,, is algorithm does not find the optimal solution because of the
the set of tones on bang. Then, a cost function is deﬁnednon-convexity of the underlined problem. However, it can be

as follows. efficiently solved by Dynamic Programming [21] as follows.
Cm(p',p?) = Ry, (p',0) — R, (p1,p7),  (17) filin) = Cralin)
. . fm(im) = min {CTVLA(jm) + fm—l(im - jm)}7 (21)
where R} (p', p?) is the number of bits of user 1 on band 0Sjm Sim

when each user's PSD is respectivelyandp®. C..(p', P®)  where f,,(i,) is the minimum cost to load,,A bits from
is the decrease in user 1's bits when user 2 increases its A3{dd 1 to band m. Therefore, the minimum cost to load

from 0 to p. R2,,,.;, Which is the objective of (19) isfar(R2,,,../A)-
With the above definition, the following cost minimizationthe “determination off,,(i,,) can be divided intoi,, + 1
problem with two users is considered. subproblems. The subproblems are to fifigd_1 (im — jim)
M when j,,A bits 0 < j,, < 4,,) are loaded on banch. In
minimize Z Com(p', p?) this recursive way, the solution of (19) is obtained and shows
oo that how many bits user 2 loads on each band to minimize
M the cost. Thereforgp? can also be found, which is converted
subjectto > R2 (p',p%) > R,y to scaling factors by Theorem 1. The resultant scaling factors
m=1 are constant in each band, or one scaling factor is required per
N band because the water-level is assumed to be flat in each band
Zpi <P in solving (18). The total power constraint of (18) is not used
n=1 (19), and therefore, the above solution should be separately
s (K r\* B 18 verified with the constraint before the conversion to scaling
Pn = <0472n B g%) M E Dm, (18) factors. If the solution violates the constraint, the entry that

requires the largest power in the table is setbasand the

thfzrte thetz Ialst le’”d'“‘g” means Lhat Ezerdz shozldf_ma:;n'_cg%blem is solved again for the new table. This process repeats
a flat water-level /a;,) on each subband, as define Mintil the new solution satisfies the total power constraint.

m
the d;galed fwater-f|g|n%.Rl2?>eqauf§e (;)f fthev scale2d .Wat?r'le\'iglbwever, this update process is not generally required to
condition of user 2, itfi,, Is fixed for vm, p® IS &S0 finq geqling factors with an appropriate level of accuracy.

#lrthermore, the actual power allocations of ISWF always

determined. Therefore, the above minimization problem c
be expressed only in terms of bits per band as follows: satisfy the constraint even in the case when the scaling factors

M are converted from the power allocations that violate the power
minimize Z Cpn(R2) constraint. However, these could differ slightly from those
m=1 found by solving (19).
M
subjectto > R2 >R7,. .. (19) B. User grouping
m=1

The previous section explains how to find scaling factors for
where C,,(z) = C,,(p!,p?), such thatz = R? (p!,p?). the two-user situation by the cost-table approach. However, for
From this new definition of cost function, a cost table i€ > 2, it may not be possible to apply the method directly
generated for each band and edel). Because the table sizesince it requires a multi-dimensional cost table. Thus, this
can be prohibitively large if each entry is generated for evepgection introduces the user grouping method.



TABLE |

i eak users, which is managed
COST TABLE FOR600M AND 1200v VDSL LINES (M = 6, A = 70) frequency region for the sake of w 9

through the SMC. Though fully accurate management of the
spectrum is possible only with central controllers such as the

'1 CldA C%A C3OvA C‘BA C%A C%A SMC, the spectrum can be managed adequately without the
) 0 > 0 1 0 0 help of the central controllers. Because of the similarity of
3 o0 8 5 7 0 0 DSL channel gain, the strong users can predict that good tones
4 | 27 20 20 0 0 with high channel gains will also be good tones for weak users.
g z 16172 ?g 32 8 8 Similarly, bad tones for strong users will also be bad ones for
7 ~ 112 ~ ~ 0 0 weak users. Thus, strong users can give up good tones for
8 o ) o o 0 0 weak users if the strong users know about the existence of
9 © > s © 0 s weak users. For this purpose, two kinds of modes are defined
10 &) 00 ) &) &) 00

for distributed band-preference. The first one is the normal
mode where the user runs the water-filling algorithm as in
the normal IWF. The second one is the polite mode where the
As previously mentioned, the most beneficial situation afser is aware of the existence of weak users and gives up some
spectrum balancing is when users have asymmetric locatiogsod tones, thereby using bad tones while still achieving his
Otherwise, the performance gap between the IWF and O%fde target.
is not significant. Therefore, the spectrum balancing method )
for L > 2 likewise concentrates on reducing the interferendd Algorithm
from strong users to weak users to achieve better performanceThis section shows the overall process of the distributed
For this purpose, users are grouped into a strong user grdugmd preference algorithm. The SMC first determines a mode
and a weak user group. In the strong user group, users wdra a bit target for each user based on its complete knowledge
should transmit in a polite way are included, while in the weakbout the channels. As the SMC distributes those information,
user group, users who can maximize their own rates withaedich user can determine whether it should load bits greedily
hurting other users are included. That means, users in the weakpolitely. Because the interference from weak users is
user group run the IWF while users in the strong user grogpmparably small, weak users are usually allowed to load
run the ISWF. In this way, the SMC can also use the previobits in a greedy manner. Meanwhile, because strong users
approach in IV-A to compute scaling factors for more thaoan significantly interfere the other users’ signals, they are
two users. First, assume that weak users’ PSDs are fixedrejuested to be polite to protect other users. Under normal
PSD masks. Then, one of the strong users generates a oestle, the user runs the normal bit loading process as in
table. The cost function is defined as the loss of bits of alie IWF. Under polite mode, however, the user first runs the
weak users when that strong user increases its PSD with othermal bit loading process, and then moves bits from preferred
strong users’s PSD fixed. Given the table, the strong user dzands to less-preferred bands.
find PSD that achieves its rate target while minimizing the Bands are determined autonomously by each user. Con-
cost. The next user in a strong group similarly generates thecutive tones are grouped together to form a band and the
cost table and find its PSD. This sequential update of P§@ometric means of channel gains of the bands are compared
repeats until the process converges. Because each strong tesefetermine how good the bands are. Then, bits are first
considers other strong users’ interference as well as incuri@dved from the best band to the worst band as long as the
cost, each strong user keeps its appropriate balance betwegal power constraint is met. To maintain flat water-level in
politeness and selfishness. each band as the scaled water-filling does, one bit is removed
from the tone that used the largest energy in the best band and
V. DISTRIBUTED BAND-PREFERENCEALGORITHM one bit is added to the tone that will require the least energy
This section introduces a fully distributed Band-Preferende the worst band. This bit moving process gradually reduces
method where scaling factors are determined in a distributdte water-level of the best band and gradually increases the
way. In the previously mentioned method, the SMC calculatester-level of the worst band. Because one bit is removed and
scaling factors and distributes them to each user. After recesequentially added, the total number of loaded bits remains
ing those factors, no centralized control is required for thenchanged. Once a bit can no longer be removed from the
network. In some cases, it may not be feasible to distribubest band or a bit can no longer be added to the worst
that information to each user. However, even without havirlgand, the second best or worst band is considered in the bit
that information, it is still possible to achieve performanceoving process. This process ends when all the bands are
gain over IWF using the characteristic of DSL channels. lconsidered once as the best or worst band. The detailed process
DSL channels, direct channel gains of the low frequendy described in Algorithm 2. Once the bit-moving process ends,
region are larger than those of the high frequency region atiet scaling factors can be determined based on the water-levels
therefore more bits are loaded in a bit-loading process. Thising (4) . Because the water-levels of the good bands are
is generally true regardless of the line length. For a multi-usexduced and those of the bad bands are increased, the scaling
case, however, strong users should load more bits in the hightors of the good bands are resultantly smaller than those of



Algorithm 2 Bit-moving process the BPSM, 4Mbps in the DBPSM, and 1.73Mbps in the IWF.

1: Initialize : Therefore, the BPSM can achieve 96% of the OSB and 160%
2: Divide all tones intoM bands increase over the IWF. Interestingly, the performance of the
3: Sort M bands in descending order based on their geom@BPSM is also close to the performance of the BPSM, andthe
ric means of channel gainsBy, B, ..., By DBPSM achieves 130% gain over the IWF by finding scaling
44i=17=M factors only with given rate targets. Although the performance
5: lteration: gain of the DBPSM decreases as the rate target of user 2
6: while ¢ < j do approaches the maximum rate 42.75Mbps, those points are
7. k< argmaxpep, Apn(bn) less important than the points around 30-35Mbps, which are
8: [ <« argmin,ep; Ap,(bn +1) the most probable operating points for this two-user case. Fig.
9 if 3, pn(bn) +Api(bi+1) — Api(br) > P, orpi(b;+ 4 shows the power spectral densities of both users when the
1) = oo then the rate target of user 2 is 35Mbps. Because of the low direct
10: j<=j—-1 channel gain at the high frequency region, user 1 can not
11:  else ifb; + 1 > bymas , OF pi(by + 1) > C; then transmit any bits on the high frequency region while user 2 can
12: Api(b+1) =00 still transmit on that region. However, the low frequency region
13:  else if Api(br) = 0 then is also preferred by user 2 because of the high direct-channel
14 t<=1+1 gain, and it is also occupied by user 2 in the IWF. Meanwhile,
15:  else user 2 in the OSB transmits more bits in the high frequency
16: b, < b, — 1, Ap(br) < pi(b) — pr(br — 1) region than in the IWF to reduce the interference to user 1.
17: by <= b+ 1, Apy(by 4+ 1) <= py(by + 1) — pi(br) Because user 1 does not transmit in the high frequency region,
18: end if the strong interference from user 2 in the high frequency
19: end while region does not reduce user 1's data rate.

VIlI. CONCLUSION

the bad bands. If no bits are moved during the above processrpig paper has proposed a low-overhead band preference
then scaling factors are identical for all bands. After one Cyc};ﬁgorithm for distributed control of modem PSDs in a DSL
of the bit-moving process and scaling-factor decision procesgwyork. Because it utilizes power scaling factors instead of
othgr users will see different mterfgrence levels and t”ggﬁfrectly controlling PSDs, the proposed algorithm leverages
their own cycles to _adapt to the new mte_rference levels. Them@e modems’ natural adaptive capability to respond to channel
processes will continue for all users until they converge as iy noise fluctuations. An ad-hoc algorithm for choosing band-
IWF. ) ) ] _ preference parameters at the SMC was presented. When the
~ As described in the above algorithm, the only requireg\c can not provide the scaling factors, a distributed way
information for each user is the mode and the rate targgs. compute scaling factors was also proposed. Because of the
Each user can autonomously determine scaling factors gfghimum requirement of the centralized control, these types of
those scaling factors are also used to adapt to small changgsy preference algorithms will allow easier implementation
by running the bit-swapping algorithm without any aid fromy | eye| 2 DSM without significant modification of current

the SMC. DSL networks. Numerical simulations of these algorithms
in VDSL systems show that significant gains (approaching

VI. SIMULATION RESULTS ) A :
optimal Level 2 DSM limits) can be achieved.
The performance of the IWF, OSB, BPSM, and DBPSM are

compared by simulation. Fig. 1 illustrates a two-user VDSL APPENDIX

upstream scenario, where user 1 is distantly located and is

assumed to be a weak user. The upstream signal from usét-2Proof of Theorem 4

operates as a strong interference to user 1. In this simulationyhe convergence proof of the IWF in [17] can be used
Noise A in addition to—140 dBm/Hz AWGN is injected, to prove the sufficient condition in Theorem 4 with minor
where Noise A is a mixture of 16 ISDN, 4 HDSL and 1Qnodifications. Therefore, this paper only shows the major
ADSL disturbers [22]. Fig. 3 shows the rate region, whergeps of [17] with appropriate changes and the details are
a large gap between the IWF and OSB can be observeghitted.

The primary reason for this gap is that the signal from the |n the ISWF, each user iteratively finds satisfying the

strong user induces strong interference to the weak usersiihling water-filling condition (4). First, consider the scaling
the low frequency region. The OSB similarly avoids thigyater-filling condition for uset.

phenomenon by allocating less power in the low frequency N
region of the strong user. Fig. 3 also shows that the BPSM’s <K Fa,% + D hj;jp%> -
Pn = , neEE,

performance is very close to that of the OSB wheh= 15. o B
For example, when the strong user's rate is set as 35Mbps, " " ‘
the weak user achieves 4.654Mbps in the OSB, 4.477Mbps in > ph=P K>0. (22



For simplicity, PSD masks are omitted here. This condition
can be converted into a mixed linear complementarity problem
(LCP) as follows:

on+ Zj;éi hplh K

p:z p; + F hl’i - Ogi = 0, n e E, 4
n n
, o
: O T i h’pn K ]
ph>0, ph+T—=ZL00 = >,
hn o,

> ph,—P=0, K>0. (23)

Upstream data rates for a long line (Mbps)

—~A— OSB

—#— BPSM

Equivalently, the above LCP can be expressed with con- BPSM
catenated vectors and matrices suchpas= (pi,...,pl), —o— - IWF
M¥ =Tdiag(aih¥? /RS, ... ab k% /RS for § £ 4, MP = 0 5 10 15 20 25 30 35 40 a5
. i qiyl 1 / 1 i7 ’OLJ}[ é\/ /l,é\f) 'Z 7&21 iy Upstream data rates for a short line (Mbps)
diaglal,...,ay), andq' =T'(ajoi /Ry’ ..., &yof /hY).

Fig. 3. Upstream data rates of OSB, BPSM, DBPSM, and IWF for VDSL
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Fig. 4. Power spectral densities of OSB, IWF, BPSM, and DBPSM when
R2> = 35Mbps (Short line)





