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LINEAR EMBEDDINGS OF GRASSMANNIANS AND

IND-GRASSMANNIANS

IVAN PENKOV AND VALDEMAR TSANOV

Abstract. By a grassmannian we understand a usual complex grassmannian or possibly an
orthogonal or symplectic grassmannian. We classify, with few exceptions, linear embeddings of
grassmannians into larger grassmannians, where the linearity requirement is the condition that
the embedding induces an isomorphism on Picard groups. This classification implies that most
linear embeddings of grassmannians are equivariant.

A linear ind-grassmannian is the direct limit of a chain of linear embeddings of grassmanni-
ans. We conclude the paper by classifying linear embeddings of linear ind-grassmannians.
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Introduction

Projective lines on grassmannians, and more general linearly embedded projective spaces in
grassmannians, are classical objects in projective geometry. On the other hand, the Plücker
embedding realizes a grassmannian as a projective variety. What these constructions have in
common is that the sheaf O(1) on the ambient variety restricts to O(1) on the subvariety.
It makes sense to consider embeddings of arbitrary grassmannians with this property, and

following [8] we call an embedding of complex grassmannians X
ϕ
→֒ Y linear if OX(1) ∼=

ϕ∗OY (1). Here we allow X or Y , possibly both X and Y , to be isotropic grassmannians. In
[8] the linear embeddings of grassmannians of the same type, i.e., when both X and Y are
ordinary grassmannians, or when both X and Y are orthogonal or symplectic grassmannians,
have been classified with some exceptions.

A main application of this classification has been the classification of linear ind-grassmannians
[8]. The latter are defined as direct limits of usual finite-dimensional grassmannians of the
same type under certain linear embeddings called standard extensions. Every linear ind-
grassmannians is a homogeneous ind-space for one the ind-groups SL(∞) = lim

→
SL(n), SO(∞) =

lim
→
SO(n), Sp(∞) = lim

→
Sp(n). A famous particular case of a linear ind-grassmannian is the

Sato grassmannian.

In this paper we classify linear embeddings X
ϕ
→֒ Y of grassmannians and ind-grassmannians,

where Y is not a spinor grassmannian or, respectively, a spinor ind-grassmannian. It is essential
that X and Y may have different types.

Here is a brief description of the content. In section 1 we present some main definitions
concerning linear embeddings of grassmannians, and also recall the families of maximal linearly
embedded projective spaces in grassmannians. Next, in section 2 we show that using the results
of [8] one can classify linear embeddings of grassmannians of different types, for instance em-
beddings of ordinary grassmannians into orthogonal grassmannians, embeddings of symplectic
grassmannians into ordinary grassmannians, etc. There are three types of orthogonal grass-
mannians which behave in a special way and whose consideration is postponed until section 3.
There we construct some special embeddings which enable us to complete the classification ex-
cept in the case where the target grassmannian is a spinor grassmannian. section 3 is concluded
by a list of maximal embeddings of grassmannians.
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Section 4 is devoted to a study of equivariance properties of the linear embeddings. We
show that most embeddings are actually equivariant. Non-equivariant embeddings occur only
into isotropic grassmannians, and their images are contained in projective spaces, quadrics, or
grassmannians of isotropic planes. Finally, in section 5 we use the classification from sections
2 and 3 to classify the linear embeddings of linear ind-grassmannians, except when the target
is a spinor ind-grassmannian.

Our arguments make essential use of properties of families of linearly embedded projective
spaces in grassmannians. Such families have been studied in detail by Landsberg and Manivel
in [6] from a Lie-theoretic point of view, also in the context of general flag varieties. It is
conceivable that a combination of the two approaches could have interesting applications in the
study of embeddings of flag varieties.

We dedicate this paper to the memory of our late friend Joseph A. Wolf, with sadness that
we can no longer share the joy of mathematics with him.

Acknowledgement: Both authors have been supported in part by DFG grant PE 980/9-1.
V.T. has also been supported by the Bulgarian Ministry of Education and Science, Scientific
Programme “Enhancing the Research Capacity in Mathematical Sciences (PIKOM)”, No. DO1-
67/05.05.2022.

1. Basic definitions and preliminaries

The base field is the field of complex numbers C. The notation ∗ indicates dual vector space
or pullback of vector bundles along morphisms of algebraic varieties, depending on the context.
Symmetric and exterior powers of a vector space V are denoted respectively by SnV and ΛnV .

1.1. Grassmannians. We denote by Vn an n-dimensional complex vector space, by Pn a
complex projective space of dimension n, and by P(Vn) ∼= Pn−1 the projective space of 1-
dimensional subspaces of Vn. The grassmannian G(m, Vn) of m-dimensional subspaces of Vn,
for 1 ≤ m ≤ n− 1, is an algebraic variety of dimension m(n−m). The Plücker embedding

G(m, Vn) = {U ⊂ Vn : dimU = m}
π
→֒ P(ΛmVn) ,

U 7→ ΛmU

realizes G(m, Vn) as a projective variety. It is well known that the Picard group of G(m, Vn)
is isomorphic to Z and is generated by the class of OG(m,Vn)(1), where OG(m,Vn)(1) is the line
bundle with fibre ΛmU∗ over the point U ∈ G(m, Vn). We have OG(m,Vn)(1) = π∗OP(ΛmVn)(1).

For a fixed symmetric or skew-symmetric nondegenerate bilinear form on Vn, denoted re-
spectively by κ or ω, the grassmannian of isotropic subspaces of dimension m ≤ n/2 in Vn is,
respectively,

GO(m, Vn) := {U ⊂ Vn : dimU = m, κ|U×U = 0}
τ
→֒ G(m, Vn) ,

GS(m, Vn) := {U ⊂ Vn : dimU = m,ω|U×U = 0}
τ
→֒ G(m, Vn) .

In either case we call τ the tautological embedding.
Note that all above grassmannians are connected, except for the variety of maximal isotropic

subspaces of an even-dimensional orthogonal space. The latter variety has two connected
components which are isomorphic, and in what follows GO(m, V2m) stands for any one of them.

The Picard group ofGS(m, Vn) is freely generated by the class ofOGS(m,Vn)(1) := τ ∗OG(m,Vn)(1).
The analogous statement holds for GO(m, Vn) with three exceptions: n = 2m, 2m+1 or 2m+2.
In fact, the first two exceptions “coincide”, as the corresponding varieties are isomorphic. More
precisely, the spinor grassmannians GO(m, V2m) and GO(m − 1, V2m−1) are isomorphic.
The Picard group here, say for n = 2m, is freely generated by the class of a square root
of τ ∗OG(m,V2m)(1) and we denote such a square root by OGO(m,V2m)(1). The third exception

2



GO(m, V2m+2) is notably different, as its Picard group is isomorphic to Z2; in what follows we
exclude this variety from our discussion. Henceforth, by a grassmannian we mean one of the
varieties G(m, Vn), GO(m, Vn), GS(m, Vn), except GO(m, V2m+2).

There are a few isomorphisms between grassmannians, well known and classified by On-
ishchik [7]. The infinite series of such isomorphisms are two: the odd-dimensional projective
space P2m−1 is isomorphic to both G(1, V2m) and GS(1, V2m); and the spinor grassmannians
GO(m, V2m) and GO(m − 1, V2m−1) are isomorphic. In low dimensions, there is a finite num-
ber of coincidences, i.e., isomorphisms: P1 ∼= G(1, V2) ∼= GS(1, V2) ∼= GO(2, V3) ∼= GO(2, V4),
G(2, V4) ∼= GO(1, V6), GS(2, V4) ∼= GO(1, V5), P3 ∼= G(1, V4) ∼= GS(1, V4) ∼= GO(2, V5) ∼=
GO(3, V6), GO(1, V8) ∼= GO(4, V8) ∼= GO(3, V7).

The grassmannian GO(1, Vn) is a quadric of dimension n− 2 in P(Vn), and we shall also use
the notation Qn−2 for this variety.

For a grassmannian X we set

VX := H0(X,OX(1))
∗

and denote by πX the natural embedding πX : X →֒ P(VX).

1.2. Linear embeddings. Let X, Y be grassmannians. We start by recalling the definition of

a linear embedding X
ϕ
→֒ Y .

Definition 1.1. An embedding X
ϕ
→֒ Y is linear if OX(1) ∼= ϕ∗OY (1).

Clearly, a composition of two embeddings of grassmannians is linear if and only if both

embeddings are linear. A linear embedding X
ϕ
→֒ Y is said to factor through a projective

space if it can be written as a composition of embeddings

ϕ : X
πX
→֒ P(VX)

ψ
→֒ Y .

Here ψ is necessarily linear. Also note that any linear embedding of grassmannians X
ϕ
→֒ Y

induces a linear embedding of projective spaces

P(VX)
ϕ̂
→֒ P(VY ) .(1)

Example 1.1.

• The Plücker embedding G(m, Vn) →֒ P(ΛmVn) is linear. More generally, the embedding
πX : X →֒ P(VX) is linear.

• The tautological embedding GO(m, Vn)
τ
→֒ G(m, Vn) is linear if and only if n ≥ 5

and m < n
2
− 1.

• The tautological embedding GS(m, Vn)
τ
→֒ G(m, Vn) is linear.

• The Veronese embedding Verq : P(Vn) →֒ P(SqVn), [v] 7→ [vq] is not linear for q ≥ 2.

A minimal projective embedding of a grassmannian X is a projective embedding π :
X →֒ Pk, such that there does not exist an embedding of X into Pl for l < k. The embedding
πX is a minimal projective embedding. Every minimal projective embedding of X is linear and

has the form X
πX
→֒ P(VX)

α
∼= P(V ) for a suitable isomorphism α.

A projective space on Y is a linearly embedded Pk ⊂ Y for some k ≥ 1. These are
exactly the subvarieties of Y sent by πY to projective subspaces of P(VY ). An embedding of
grassmannians ϕ : X → Y is linear if and only if it sends any projective space on X to a
projective space on Y .

A quadric on Y is a linearly embedded quadric GO(1, Vk) ⊂ Y for some k. A standard

quadric on an orthogonal grassmannian Y = GO(m, Vn) is a quadric Q ⊂ Y such that τY (Q) =
τY (Y ) ∩ Pk for some projective space Pk on G(m, Vn), where τY is the tautological embedding
of Y .

Next we recall the definitions of various types of linear embeddings.
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Definition 1.2. ([8]) An embedding G(m, Vn)
σ
→֒ G(l, Vs) is said to be a strict standard

extension if σ is given by

σ(U) = U ⊕ V ′′(2)

for some isomorphism Vs ∼= Vn ⊕ V ′ and a fixed subspace V ′′ ⊂ V ′ of dimension l −m.

An embedding G(m, V )
ϕ
→֒ G(l,W ) is a standard extension if it fits into a commutative

diagram

G(m, V )
ϕ
→֒ G(l,W )

i1 ↓ ↓ i2
G(m′, Vn)

σ
→֒ G(l′, Vs) ,

where i1, i2 are isomorphisms and σ is a strict standard extension.

An embedding GO(m, Vn)
σ
→֒ GO(l, Vs) with n−2m 6= 2, s−2l 6= 2 is a standard extension

if σ is given by formula (2) for some orthogonal isomorphism Vs ∼= Vn⊕V
′ and a fixed isotropic

subspace V ′′ ⊂ V ′, where in addition we assume l = ⌊ s
2
⌋ whenever m = ⌊n

2
⌋.

An embedding GS(m, Vn)
σ
→֒ GS(l, Vs) is a standard extension if it is given by formula

(2) for some symplectic isomorphism Vs ∼= Vn ⊕ V ′ and for a fixed isotropic subspace V ′′ ⊂ V ′.

It is easy to see that a standard quadric on GO(l, Vs) is the image of a standard extension σ :
GO(1, Vn) →֒ GO(l, Vs). By analogy, we call the image of a standard extension σ : GS(1, Vn) →֒
GS(l, Vs) a standard symplectic projective space on GS(l, Vs).

Definition 1.3. ([8]) An embedding G(l, Vn)
ι
→֒ GO(l, Vs) is an isotropic extension if l <

n ≤ ⌊ s
2
⌋, and there exists an isotropic subspace W ⊂ Vs and an isomorphism f : Vn ∼= W such

that

ι(U) = f(U) ⊂W for U ∈ G(l, Vn) .

An isotropic extension is minimal if W is a maximal isotropic subspace.

Isotropic extensions and minimal isotropic extensions G(l, Vn)
ι
→֒ GS(l, Vs) are defined anal-

ogously.

Lemma 1.1. Standard and isotropic extensions are linear embeddings.

Proof. The statement is straightforward, but note that the condition on dimensions in the case
of orthogonal grassmannians is essential for linearity. �

Definition 1.4. ([8]) A combination of standard and isotropic extensions is a sequence
of embeddings

GO(m, Vn)
τ
→֒ G(m, Vn)

σ
→֒ G(m′, Vn′)

ι
→֒ GO(m′, Vn′′)

or

GS(m, Vn)
τ
→֒ G(m, Vn)

σ
→֒ G(m′, Vn′)

ι
→֒ GS(m′, Vn′′) ,

where τ is a tautological embedding, σ is a standard extension, and ι is an isotropic extension.
A mixed combination of standard and isotropic extensions is a sequence of embed-

dings

GO(m, Vn)
τ
→֒ G(m, Vn)

σ
→֒ G(m′, Vn′)

ι
→֒ GS(m′, Vn′′)

or

GS(m, Vn)
τ
→֒ G(m, Vn)

σ
→֒ G(m′, Vn′)

ι
→֒ GO(m′, Vn′′) ,

where τ is a tautological embedding, σ is a standard extension, and ι is an isotropic extension.

Lemma 1.2. Let X be a grassmannian and x, y ∈ X be two points. Then there exist finitely
many projective lines L1, ..., Lk on X such that x, y ∈ L1 ∪ ... ∪ Lk.
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Proof. Let X := G(m, V ) and let U, U ′ be two points of X . Then U and U ′ can be connected
by a sequence U = U1, U2, ..., Us = U ′, such that dim(Ui ∩ Ui+1) = m − 1 for i = 1, ..., s − 1.
Since Ui and Ui+1 lie on a projective line on X , the statement follows. The cases of orthogonal
and symplectic grassmannians are similar. �

1.3. Maximal projective spaces on grassmannians. As a prerequisite, we need to recall
the descriptions and some intersection properties of maximal projective spaces on grassmanni-
ans. An alternative description of the families of (maximal) projective spaces on grassmannians,
and more general flag varieties, can be found in [6].

1.3.1. Ordinary grassmannians. On a projective space there is a single maximal projective
space - the space itself. In the grassmannian G(m, Vn) with 1 < m < n − 1 there are two
connected families of maximal projective spaces. A space from the first family is determined
by an (m+ 1)-dimensional subspace Um+1 ⊂ Vn, and has the form

PmUm+1
:= {U ∈ G(m, Vn) : U ⊂ Um+1} ∼= Pm.

A space from the second family is determined by an (m− 1)-dimensional subspace Um−1 ⊂ Vn,
and has the form

Pn−mUm−1
:= {U ∈ G(m, Vn) : Um−1 ⊂ U} ∼= Pn−m.

The intersection of any two spaces from the same family is empty or equals a point. The
intersection of two spaces from different families is empty or is a projective line.

1.3.2. Symplectic grassmannians. On the grassmannian GS(m, V2n) with 1 < m < n there are
two connected families of maximal projective spaces. A space from the first family is determined
by an (m+ 1)-dimensional isotropic subspace Um+1 ⊂ V2n, and has the form

PmUm+1
:= {U ∈ GS(m, V2n) : U ⊂ Um+1} ∼= Pm.

A space from the second family is determined by an (m − 1)-dimensional isotropic subspace
Um−1 ⊂ V2n, and has the form

P
2(n−m)−1
Um−1

:= {U ∈ GS(m, V2n) : Um−1 ⊂ U} ∼= P2(n−m)−1.

The spaces P
2(n−m)−1
Um−1

are exactly the maximal standard symplectic projective spaces onGS(m, V2n).

The intersection of two maximal projective spaces on GS(m, V2n) belonging to the same
family is empty or equals a point. The intersection of two space of different families is empty
or is a projective line.

Every maximal projective space on the grassmannian GS(m, V2m) is a standard symplectic
projective line determined by an (m− 1)-dimensional subspace Um−1 ⊂ V2m, and has the form

P1
Um−1

:= {U ∈ GS(m, V2n) : Um−1 ⊂ U} ∼= P1.

1.3.3. Quadrics. All maximal projective spaces on a quadric Qn−2 = GO(1, Vn) ⊂ P(Vn) have
dimension ⌊n/2⌋ − 1 and are exactly the projectivizations of maximal isotropic subspaces of
Vn.

For odd n = 2r + 1, the maximal projective spaces on Q2r−1 are parametrized by the spinor
grassmannian GO(r, V2r+1). The intersection of two distinct maximal projective spaces on
Q2r−1 can be empty or be a projective space of any dimension between 0 and r − 1.

For even n = 2r, there are two connected families of maximal projective spaces on Qn−2,
each parametrized by the spinor grassmannian GO(r, V2r). Two different spaces from the same
family intersect in a copy of Pr−1−2k for some k ≥ 1, and an empty intersection occurs if and
only if r is even. Two spaces from different families intersect in a copy of Pr−2k for some k ≥ 1,
and an empty intersection occurs if and only if r is odd.

5



1.3.4. Generic orthogonal grassmannians. On the grassmannianGO(m, Vn) with 1 < m < r−1,
r := ⌊n/2⌋, there are two types of maximal projective spaces. The first type constitutes a single
connected family, each of whose members is determined by an (m + 1)-dimensional isotropic
subspace Um+1 ⊂ Vn and has the form

PmUm+1
:= {U ∈ GO(m, Vn) : U ⊂ Um+1} ∼= Pm.

The intersection of two distinct projective spaces of this type is either empty or is a point.
Maximal projective spaces on GO(m, Vn) of the second type are maximal projective spaces

on maximal standard quadrics on GO(m, Vn). These maximal projective spaces form one or two
connected families depending on the parity of n. A maximal standard quadric on GO(m, Vn)
is determined by an (m− 1)-dimensional isotropic subspace Um−1 ⊂ V2n, and has the form

Qn−2m
Um−1

:= {U ∈ GO(m, Vn) : Um−1 ⊂ U} ∼= Qn−2m.

The intersection of two distinct maximal standard quadrics on GO(m, Vn) is either empty or is
a point. The intersection of maximal projective spaces on GO(m, Vn) contained in one maximal
standard quadric is as described in subsection 1.3.3.

The intersection of a maximal projective space PmUm+1
and a maximal standard quadric

Qn−2m−2
Um−1

is empty or equals a point.

Corollary 1.3. Let GO(m, Vn) be identified with the image of its tautological embedding in
G(m, Vn), assuming m < n

2
− 1. If P is a maximal projective space on G(m, Vn) then there are

four possibilities for the intersection P ∩GO(m, Vn): it is empty; it is a point; it is a maximal
projective space on GO(m, Vn); it is a maximal standard quadric on GO(m, Vn).

1.3.5. The grassmannians GO(n−1, V2n+1). The maximal projective spaces on X form a single
connected family parametrized by the spinor grassmannian of maximal isotropic subspaces of
V2n+1:

Pn−1Un
:= {U ∈ X : U ⊂ Un} , Un ∈ GO(n, V2n+1) .

The intersection of two distinct maximal projective spaces on X is a point or is empty, i.e., for
Un 6= U ′n we have

Pn−1X,Un
∩ Pn−1X,U ′

n
=

{

{Un ∩ U
′
n} if dimUn ∩ U

′
n = n− 1 ,

∅ if dimUn ∩ U
′
n < n− 1 .

The maximal standard quadrics on X are parametrized by GO(n−2, V2n+1), and have the form

Q3
Un−2

:= {U ∈ X : Un−2 ⊂ U} .

The intersection of two distinct maximal standard quadrics on X is empty or is a point. The
intersection of Q3

Un−2
and Pn−1Un

is empty if Un−2 6⊂ Un, and equals the projective line

P1
Un−2⊂Un

:= {U ∈ X : Un−2 ⊂ U ⊂ Un}

if Un−2 ⊂ Un. Every projective line on X is the intersection of a unique maximal standard
quadric and a unique maximal projective space.

1.3.6. Spinor grassmannians. Let X := GO(m, V2m) and X̄ := GO(m, V2m) denote the two
connected components of the variety of maximal isotropic subspaces of a fixed vector space V2m
endowed with a non-degenerate symmetric bilinear form. Thus X̄ ∼= X . We assume m ≥ 5.

We note that two distinct points V,W ∈ X lie on a projective line on X if and only if
dimV ∩W = m − 2. Thus any projective line on X is determined uniquely by an (m − 2)-
dimensional isotropic subspace, and has the form

P1
Um−2

:= {W ∈ GO(m, V2m) : Um−2 ⊂W} for Um−2 ∈ GO(m− 2, V2m) .(3)
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There are two families of maximal projective spaces on GO(m, V2m): one family of Pm−1-s and
one family of P3-s, parametrized respectively by X̄ and GO(m−3, V2m). A space from the first
family has the form

Pm−1
Ūm

:= {W ∈ GO(m, V2m) : dimW ∩ Ūm = m− 1} ∼= Pm−1 , Ūm ∈ GO(m, V2m) .

A space from the second family has the form

P3
Um−3

:= {W ∈ GO(m, V2m) : Um−3 ⊂W} ∼= P3 , Um−3 ∈ GO(m− 3, V2m) .

The intersection of two distinct spaces from the family of maximal Pm−1-s is empty or is a
projective line, i.e., for a pair of distinct subspaces Ūm, Ū

′
m ∈ X̄ we have

Pm−1
Ūm

∩ Pm−1
Ū ′
m

=

{

∅ if dim Ūm ∩ Ū ′m < m− 2 ,

P1
Ūm∩Ū ′

m
if dim Ūm ∩ Ū ′m = m− 2 .

There are three possibilities for the intersection of two distinct spaces from the family of maxi-
mal P3-s: it is empty, it is a point, or it is a projective line. Indeed, P3

Um−3
and P3

U ′

m−3

intersect

if and only if the sum U := Um−3 + U ′m−3 is contained in Um for some Um ∈ X . If Um−3 ⊂ Um
for some Um ∈ X and Um−3 6= U ′m−3, then the intersection U ∩Um has codimension 0, 1 or 2 in
Um. Hence

P3
Um−3

∩P3
U ′

m−3
= {W ∈ GO(m, V2m) :W ⊃ U} =











∅ if U 6⊂W ∀ W ∈ X ,

{Um} if dimU ≥ m− 1 , U ⊂ Um ∈ X ,

P1
U if dimU = m− 2 .

There are three possibilities for the intersection of Pm−1
Ūm

and P3
Um−3

: it is empty, a point, or
a projective plane. More precisely,

Pm−1
Ūm

∩ P3
Um−3

=



















∅ if dim(Um−3 + Ūm) > m+ 1 ,

{Vm} if
dim(Um−3 + Ūm) = m+ 1 ,

Um−3 + Ūm = Vm + Ūm for some Vm ∈ X ,

P2
Um−3⊂Ūm

if Um−3 ⊂ Ūm ,

where

P2
Um−3⊂Ūm

:= {W ∈ GO(m, V2m) : Um−3 (W ∩ Ūm} ∼= P2 .

For every P2 on GO(m, V2m) containing a point Vm, there exists a unique flag Um−3 ⊂ Ūm such
that dimVm ∩ Ūm = m− 1 and P2 = P2

Um−3⊂Ūm
.

2. Classifications of linear embeddings of grassmannians

2.1. Linear embeddings into quadrics. Let X ⊂ P(VX) be a grassmannian identified with
its image under the minimal projective embedding πX . It is well known that the ideal I(X) in
the homogeneous coordinate ring C[VX ] is generated by its degree-two component I2(X), which
is in turn spanned by (in most cases degenerate) quadratic polynomials, see e.g. [5, Theorem
16.2.2.6]. For X = G(m, Vn) these quadratic polynomials are the original Plücker relations.
The ideal of X is of course trivial if and only if X = P(VX).

Lemma 2.1. Let X ⊂ P(VX) be a projectively embedded grassmannian. For every nonzero

p ∈ I2(X) there exists a linear embedding X
κp
→֒ Q = GO(1, Vn) with n = 2dimVX − rank p,

which does not factor through a projective space or through a quadric of smaller dimension.
Furthermore, if Q ⊂ P(Vn) is tautologically embedded and q ∈ I2(Q) is a generator of the ideal
of Q, then κp extends to a linear embedding κ̃p : P(VX) →֒ P(Vn) and κ̃

∗
pq = ap for some nonzero

scalar a.
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Conversely, every linear embedding X
ϕ
→֒ Qs−2 = GO(1, Vs), which does not factor through

a projective space, factors as a composition ϕ : X
κp
→֒ Q

σ
→֒ Qs−2 for some nonzero p ∈ I2(X)

and some standard extension of quadrics σ.

Proof. Let p ∈ I2(X) be a nonzero element and r be its rank. Then r ≥ 2 since X is not
contained in a hyperplane on P(VX). The space VX admits a decomposition VX = Vr ⊕ U
such that the restriction of p to Vr is non-degenerate and U is an isotropic space for p. Set
Vn := VX ⊕ U∗ = Vr ⊕ U ⊕ U∗. Pick a non-degenerate quadratic polynomial q ∈ C[Vn]2 whose
restriction to VX equals p and which vanishes on U∗. The quadric Q ⊂ P(Vn) defined by the
vanishing of q contains X . Furthermore, X is not contained in a projective space on Q because
P(VX) is the minimal projective subspace of P(V ) containing X and q does not vanish on P(VX).
To show that X is not contained in a smaller quadric Q̃ ⊂ Q, note that P(VX) ⊂ P(VQ̃) ⊂ P(Vn)

whenever X ⊂ Q̃ ⊂ Q. On the other hand, VX contains the orthogonal space W⊥ to a maximal
q-isotropic subspace W ⊂ Vn, and W

⊥ is not contained in a proper subspace of Vn on which
the restriction of q is non-degenerate. Hence, X ⊂ Q̃ ⊂ Q implies Q̃ = Q. This proves the first
part of the lemma.

For the converse statement, consider a linear embedding X
ϕ
→֒ Qs−2 which does not factor

through a projective space. Let Qn−2 ⊂ Qs−2 be a minimal quadric containing ϕ(X) and

embedded in Qs−2 by a standard extension. Let P(VX)
ϕ̂
→֒ P(Vn) ⊂ P(Vs) be the corresponding

linear embeddings of projective spaces. Then Vn is a minimal non-degenerate subspace of Vs
containing VX . Denote by q ∈ I2(Q

n−2) a generator of the ideal of Qn−2 in C[Vn] and let
p := ϕ̂∗q. The element p ∈ I2(X) is nonzero because ϕ does not factor through a projective
space, the equality n = 2dimVX − rank p holds, and the embedding of X into Qn−2 is the
embedding κp. This completes the proof. �

The above lemma and its proof have the following two immediate corollaries.

Corollary 2.2. Let X
ϕ
→֒ Y be a linear embedding of grassmannians and P(VX)

ϕ̂
→֒ P(VY )

be the induced linear embedding of projective spaces. Let p1 ∈ I2(X), p2 ∈ I2(Y ) be nonzero
elements and κXp1, κ

Y
p2

be the respective embeddings of X and Y into quadrics. Then the following
statements are equivalent:

(i) The embedding κXp1 factors as κXp1 = κYp2 ◦ ϕ.
(ii) The equalities ϕ̂∗p2 = ap1 (for some nonzero scalar a) and dim VX−rank p1 = 2dimVY−

rank p2 hold.

Corollary 2.3. For any grassmannian X let rX := max{rank p : p ∈ I2(X)}. Then the
minimal number n for which a linear embedding X →֒ Qn−2 exists is equal to 2 dimVX−rX . The
minimal projective embedding X →֒ P(VX) factors through a quadric if and only if rX = dim VX .

2.2. Linear embeddings of grassmannians: generic case. We now proceed with the main
steps of our classification of linear embeddings between grassmannians. First we recall the
following theorem.

Theorem 2.4. ([8, Theorem 3.1], Linear embeddings between grassmannians of the same type)

(i) Every linear embedding G(m, Vn) →֒ G(l, Vs) is either a standard extension or factors
through a projective space.

(ii.1) For a linear embedding ϕ : GO(m, Vn) →֒ GO(l, Vs), where either l ≤ s
2
− 2 and m <

n
2
− 2, or both n, s are odd and 0 < ⌊ s

2
⌋ − l ≤ ⌊n

2
⌋ − m ≤ 2, there are four options:

ϕ is a standard extension; ϕ is a combination of standard and isotropic extensions; ϕ
factors through a projective space; ϕ factors through a standard quadric but not through
a projective space.
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(ii.2) For a linear embedding ϕ : GO(⌊n
2
⌋, Vn) →֒ GO(⌊ s

2
⌋, Vs) there are two options: ϕ is a

standard extension; ϕ factors through a projective space.
(iii) For a linear embedding ϕ : GS(m, Vn) →֒ GS(l, Vs) there are three options: ϕ is a

standard extension; ϕ factors through a projective space; ϕ is a combination of standard
and isotropic extensions.

Proof. The statement given here covers a few cases which are omitted in Theorem 3.1 in [8],
namely in part (ii) of this theorem the hypothesis is l < ⌊ s

2
⌋ − 2 and m < ⌊n

2
⌋ − 2 instead of

our hypothesis l ≤ s
2
− 2 and m < n

2
− 2. The proof of Theorem 3.1 in [8] is however valid in

the additional cases as well. �

Our main result in this subsection is the following addition to Theorem 2.4.

Theorem 2.5. (Linear embeddings between grassmannians of different types)

(i) A linear embedding G(m, Vn) →֒ GO(l, Vs) with s 6= 2l, 2l + 1, 2l + 2, which does not
factor through a projective space or a standard quadric, is a composition

G(m, Vn)
σ
→֒ G(l, Vn′)

ι
→֒ GO(l, Vs) ,

where σ is a standard extension and ι is an isotropic extension.
(ii) A linear embedding G(m, Vn) →֒ GS(l, Vs) is a composition

G(m, Vn)
σ
→֒ G(l, Vn′)

ι
→֒ GS(l, Vs) ,

where σ is a standard extension and ι is an isotropic extension, or factors through a
projective space.

(iii) A linear embedding GO(m, Vn) →֒ G(l, Vs) with n ≥ 7 and m < ⌊n
2
⌋− 2, which does not

factor through a projective space, is a composition

GO(m, Vn)
τ
→֒ G(m, Vn)

σ
→֒ G(l, Vs) ,

where τ is a tautological embedding and σ is a standard extension.
(iv) A linear embedding GS(m, Vn) →֒ G(l, Vs), which does not factor through a projective

space, is a composition

GS(m, Vn)
τ
→֒ G(m, Vn)

σ
→֒ G(l, Vs) ,

where τ is a tautological embedding and σ is a standard extension.
(v) A linear embedding GO(m, Vn) →֒ GS(k, Vq), where n ≥ 7 and m < ⌊n

2
⌋ − 2, is a

mixed combination of standard and isotropic extensions, or factors through a projective
space. The same holds for a linear embedding GS(k, Vq) →֒ GO(m, Vn), where 7 ≤ n 6=
2m, 2m + 1, 2m + 2, with the additional possibility for it to factor through a standard
quadric.

Proof. For part (i) we may assume that m 6= 1, n− 1 since the statement is already known for
embeddings of projective spaces. We consider the composition

G(m, Vn)
ϕ
→֒ GO(l, Vs)

τ
→֒ G(l, Vs) ,

where ϕ is a given linear embedding and τ is the tautological embedding. By Theorem 2.4,(i)
the embedding τ ◦ ϕ is either a standard extension or factors through a projective space on
G(l, Vs). Let us first assume that τ ◦ ϕ is a strict standard extension. Then the image of τ ◦ ϕ
consists of all l-dimensional subspaces of Vs = Vn ⊕ V of the form Sm ⊕ W for some fixed
(l −m)-dimensional subspace W ⊂ V and Sm ∈ G(m, Vn). By hypothesis the image of τ ◦ ϕ
lies in GO(l, Vs), so each subspace Sm⊕W is isotropic in Vs. Therefore the entire space Vn⊕W
is isotropic in Vs, and hence ϕ is the composition

G(m, Vn)
ϕ′

→֒ G(l, Vn ⊕W )
ι
→֒ GO(l, Vs)
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where ϕ′(Sm) = Sm⊕W and ι(Sm⊕W ) = Sm⊕W ∈ GO(l, Vs). The claim follows in this case.
We now suppose that τ ◦ ϕ is a non-strict standard extension. Then the composition

G(n−m, V ∗n )
δ
→ G(m, Vn)

ϕ
→֒ GO(l, Vs)

τ
→֒ G(l, Vs)

of τ ◦ ϕ with the duality isomorphism δ is a strict standard extension. Our claim is already
proven for strict standard extensions. Thus ϕ ◦ δ = ι ◦σ′ where σ′ : G(n−m, V ∗n ) → G(m′, Vn′)
is a standard extension and ι : G(m′, Vn′) → GO(l, Vs) is an isotropic extension. Then σ :=
σ′ ◦ δ−1 : G(m, Vn) → G(m′, Vn′) is a standard extension and ϕ = ι ◦ σ as required.

It remains to consider the case where τ ◦ϕ factors through a projective space, i.e., τ ◦ϕ = λ◦ψ

where G(m, Vn)
ψ
→֒ Pk

λ
→֒ G(l, Vs). Then we have ϕ(G(m, Vn)) ⊂ λ(Pk) ∩ τ(GO(l, Vs)). We

can assume that λ(Pk) is a maximal projective space on G(l, Vs), in which case there are two
possibilities: either k = l and λ(Pk) = {Ul ∈ G(l, Vs) : Ul ⊂ W} =: PlW for a fixed subspace
W ⊂ Vs of dimension l + 1, or k = s − l and λ(Pk) = {Ul ∈ G(l, Vs) : U ⊂ Ul} =: Ps−lU for a
fixed subspace U ⊂ Vs of dimension l − 1.

We claim that in the former caseW is necessarily isotropic. This follows from the observation
that W contains all l-dimensional spaces Ul in the image of the embedding τ ◦ϕ, hence at least
two different isotropic l-dimensional subspaces. Hence λ(Pk) ⊂ τ(GO(l, Vs)) and ϕ factors
through a projective space, which contradicts our assumption.

In the case where λ(Pk) = Ps−lU with dimU = l− 1, we observe that λ(Pk) ∩ τ(GO(l, Vs)) =:
Qs−2l−2
U is a maximal standard quadric onGO(l, Vs), hence ϕ factors through this quadric. Since

the dimension of G(m, Vn) is at least 4 we have s− 2l ≥ 6, and hence the quadric Qs−2l−2
U is a

grassmannian with Picard group isomorphic to Z and generated by the restriction of OPs−l
U

(1).

By assumption ϕ does not factor through a projective space on GO(l, Vs), so the embedding of
X in Qs−2l−2

U is one of the embeddings described in Lemma 2.1.
Part (ii) is analogous to part (i). Here λ(Pk) ∩ τ(GS(l, Vs)) is a projective space and the

possibility of factoring through a quadric does not occur.

Part (iii). Let GO(m, Vn)
ϕ
→֒ G(l, Vs) be a linear embedding. We assume that l ≤ s/2, other-

wise the argument below can be applied to the composition of ϕ with the duality isomorphism
G(l, Vs) ∼= G(s − l, V ∗s ). Now the inequality n ≥ 7 implies l < s − 2. By hypothesis we also
have m < ⌊n

2
⌋ − 2, and hence Theorem 2.4 can be applied to the composition

GO(m, Vn)
ϕ
→֒ G(l, Vs)

ι0
→֒ GO(l, V2s) ,

where ι0 is a minimal isotropic extension where Vs is identified with a maximal isotropic sub-
space of V2s. Since the embedding ι0◦ϕ factors through the grassmannian G(l, Vs), ι0◦ϕ cannot
be a standard extension, and by Theorem 2.4 there are three options: ι0 ◦ ϕ factors through
a projective space, or factors through a quadric, or is a combination of standard and isotropic
extensions of the form

GO(m, Vn)
τ
→֒ G(m, Vn)

σ
→֒ G(l, Vr)

ι
→֒ GO(l, V2s) .

If ι0 ◦ ϕ factors through a projective space or a standard quadric Z ⊂ GO(l, V2s), then the
intersection Z ∩ ι0(G(l, Vs)) is a projective space through which ϕ factors.

If the third option holds and ι0 ◦ ϕ = ι ◦ σ ◦ τ then, from the definitions of standard and
isotropic extensions, we obtain injective linear maps Vn →֒ Vr →֒ V2s with Vr →֒ V2s isotropic.
By altering the map Vr →֒ V2s without changing the image of Vn in V2s, if necessary, we can
assume that the image of Vr is contained in the maximal isotropic subspace Vs of V2s. This

yields an embedding ι(G(l, Vr))
σ1
→֒ ι0(G(l, Vs)) which must be a standard extension due to

Theorem 2.4,(i), as under our current hypothesis ϕ does not factor through a projective space.
Then the composition σ2 := σ1 ◦ σ : G(m, Vn) →֒ G(l, Vs) is a standard extension satisfying
ϕ = σ2 ◦ τ as required.

Part (iv) is analogous to part (iii).
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Part (v). First we consider a linear embedding GO(m, Vn)
ϕ
→֒ GS(k, Vs). Let us form the

composition

GO(m, Vn)
ϕ
→֒ GS(k, Vs)

τ
→֒ G(k, Vs) ,

where τ is the tautological embedding. By (iii), τ ◦ ϕ either factors through a projective space
or can be written as σ ◦ τ ′, where

GO(m, Vn)
τ ′

→֒ G(m, Vn)
σ
→֒ G(k, Vs)

with τ ′ tautological and σ a standard extension. In the latter case, the image of σ ◦ τ ′ lies
in GS(k, Vs) if Vs ⊕W is isotropic for the symplectic form chosen on Vs, and we can apply
the same argument as in (i) to prove the claim. If τ ◦ ϕ factors through a projective space
λ(Pk) ⊂ G(k, Vs), the image of τ ◦ϕ is contained in the intersection λ(Pk)∩τ(GS(k, Vs)), which
is in turn a projective space on GS(k, Vs). Thus ϕ factors through a projective space.

The case of a linear embedding GS(k, Vq)
ϕ
→֒ GO(m, Vn) is analogous, except for the situation

where τ ◦ ϕ : GS(k, Vq) → G(m, Vn) factors through a maximal projective space λ(Pk) ⊂
G(m, Vn). Here, as in part (i), the intersection λ(Pk) ∩ τ(GO(m, Vn)) is either a projective
space or a standard quadric on GO(m, Vn). In the former case ϕ factors through a projective
space. In the latter case, if Q ⊂ GO(m, Vn) is a standard quadric containing the image ϕ(X),
then the resulting embedding ϕ1 : X →֒ Q either factors through a projective space (on Q and
hence on GO(m, Vn)), or is one of the embeddings described in Lemma 2.1. �

Corollary 2.6. If X is a grassmannian and X
ϕ
→֒ GS(m, V2m) is a linear embedding then X

is isomorphic to GS(l, V2l) with 1 ≤ l ≤ m, and the embedding ϕ is a standard extension.

Proof. The statement follows from the observation that the grassmannians GS(m, V2m) with
m ≥ 1 are characterized among all grassmannnians by the property that the maximal projective
spaces on them are projective lines, and from Theorem 2.4. �

Corollary 2.7. Let X be a grassmannian. If X
ϕ
→֒ GO(n − 1, V2n+1) is a linear embedding

which does not factor through a projective space, then ϕ is a standard extension X ∼= GO(k −
1, V2k+1) →֒ GO(n− 1, V2n+1) for some k ≤ n.

Proof. Set Y = GO(n−1, V2n+1). As recalled in subsection 1.3.5, the maximal projective spaces
on Y form a single family parametrized by the spinor grassmannian Pn−1X,Un

, Un ∈ GO(n, V2n+1).
The intersection of two distinct maximal projective spaces on Y is either empty or a point. The
only grassmannians with the latter property are GO(k − 1, V2k+1) and GS(k, V2k) for k ≥ 1.
This implies that if X is a grassmannian not isomorphic to GO(k − 1, V2k+1) or GS(k, V2k),
then any linear embedding ϕ : X →֒ Y factors through a projective space. Note that the
maximal projective spaces on Y are exactly the images of isotropic extensions into Y , since
any isotropic extension into Y has the form ι : G(n− 1, Un) →֒ Y for some maximal isotropic
subspace Un ⊂ V2n+1, and the grassmannian G(n − 1, Un) is a projective space. Therefore
every embedding into Y which factors through an isotropic extension into Y factors through
a projective space. Now Theorem 2.5,(v) implies that any linear embedding GS(k, V2k) →֒ Y
factors through a projective space. The case where X ∼= GO(k−1, V2k+1) is handled in Theorem
2.4, (ii), and we observe that, unless the embedding ϕ is a standard extension, it factors through
an isotropic extension into Y , and hence through a projective space. �

Corollary 2.8. Let X be a non-spinor grassmannian and X
ϕ
→֒ GO(n − 2, V2n) be a linear

embedding which does not factor through an isotropic extension G(n−2, Un) →֒ GO(n−2, V2n).
Then X is isomorphic to GO(k − 2, V2k) or GO(k − 2, V2k−1) for some k ≤ n, and ϕ is a
standard extension.

Proof. Let Y := GO(n−2, V2n). We observe that any projective space on Y is contained in the
image of some isotropic extension G(n− 2, Un) →֒ Y . Thus the hypothesis implies that ϕ does
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not factor through a projective space. A maximal standard quadric on Y is 4-dimensional,
hence if ϕ factors through a standard quadric then X is isomorphic to P1, P2, Q3, or Q4.
The first two of these cases are excluded, while in the latter two ϕ is a standard extension.
Further, X is not an ordinary or symplectic grassmannian, because by Theorem 2.5 every linear
embedding of such grassmannians into Y factors through an isotropic extension or through a
standard quadric. Hence X is an orthogonal grassmannian.

The case X = GO(m, Vr) with m < r
2
− 2 is impossible. This follows from Theorem 2.4.

Indeed, since there are no standard extensions GO(m, Vr) →֒ GO(n− 2, V2n) with m < r
2
− 2,

the only remaining option for ϕ is to be a combination of standard and isotropic extensions. A
contradiction with our assumption.

The case X = GO(k − 2, V2k) is considered in [8, Proposition 3.15]. The options for ϕ can
be reduced to the following two: ϕ is a standard extension, or ϕ factors through an isotropic
extension. The proof of [8, Proposition 3.15] extends without substantial alterations to the case
of X = GO(k − 2, V2k−1). Indeed, the key step in that proof is to observe that the restriction
of ϕ to a maximal standard quadric Q3 ⊂ X is a standard extension or factors through a
projective space. In the latter case ϕ factors through an isotropic extension, and in the former
case ϕ is a standard extension. �

Corollary 2.9. Let n ≥ 7 and Y be a non-spinor grassmannian. Every linear embedding

GO(1, Vn)
ϕ
→֒ Y is a standard extension

GO(1, Vn) →֒ GO(l, Vs)

for s− 2l ≥ n, or factors through a projective space.

Proof. The statement follows by examination of the cases occurring in Theorems 2.4, 2.5, and
Corollaries 2.7, 2.8. �

Remark 2.1. Due to the isomorphism GO(1, V5) ∼= GS(2, V4), the three-dimensional quadric
admits standard extensions to both orthogonal and symplectic grassmannians. These exhaust its
linear embeddings which do not factor through a projective space. The four-dimensional quadric
GO(1, V6) is isomorphic to G(2, V4), and hence, besides the standard extensions to orthogonal
grassmannians, it admits standard extensions to ordinary grassmannians, as well as isotropic
extensions to orthogonal and symplectic grassmannians.

2.3. Pullbacks of tautological bundles. If X = G(m, Vn), we denote by S (or SX if nec-
essary) the tautological bundle of rank m on X . By definition S is a subbundle of Vn ⊗ OX .
Also, we let S⊥ denote the bundle ((Vn ⊗OX)/S)

∗ on X , which is the tautological bundle on
G(n −m, V ∗n ). Here (·)∗ stands for dual bundle. Note that (S⊥)⊥ = S holds. Below we refer
to both S and S⊥ as tautological bundles on X .

Recall that the grassmannian G(m, Vn) represents the functor

G(m, Vn) : Algebraic varieties → Sets

which sends an algebraic variety Z to the set G(m, Vn)(Z) of rank-m subbundles of Vn ⊗
OZ . In other words, we have a bijection Hom(Z,G(m, Vn)) ∼= G(m, Vn) via which ϕ ∈
Hom(Z,G(m, Vn)) is identified with the subbundle ϕ∗S ⊂ Vn ⊗ OZ . As a consequence, the
subbundle ϕ∗S ⊂ Vn ⊗ OZ determines the morphism ϕ. A similar statement holds for the
subbundle ϕ∗(S⊥) ⊂ V ∗n ⊗OZ .

If X = GO(m, Vn) (respectively, X = GS(m, Vn)), then S stands for the tautological bundle
of rank m on X . In this situation the bundle S⊥ is defined as the subbundle of Vn ⊗ OX

orthogonal to S and we have S ⊂ S⊥ ⊂ Vn ⊗ OX . We reserve the name tautological bundle
for S but not for S⊥. The grassmannian X represents the functor GO(m, Vn) (respectively,
GSS(m, Vn)) sending an algebraic variety Z to the set of rank-m isotropic subbundles of Vn⊗OZ .
Any such subbundle determines a morphism ϕ ∈ Hom(Z,X).
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In the following statement we describe the pullbacks ϕ∗SY of tautological bundles on Y for

linear embeddings X
ϕ
→֒ Y of grassmannians as in Theorems 2.4 and 2.5.

Proposition 2.10. Let X
ϕ
→֒ Y be a linear embedding, where X and Y are non-spinor grass-

mannians and in addition X is not isomorphic to GO(m, V2m+3) or GO(m, V2m+4) for any
m ≥ 3.

(i) If the embedding ϕ does not factor through a projective space or a standard quadric, and
SY is a tautological bundle on Y , then the pullback ϕ∗SY is isomorphic to a direct sum
of a trivial bundle with SX or S⊥X , where SX is a tautological bundle on X.

(ii) If Y is an ordinary grassmannian and ϕ factors through a projective space, then one of
pullbacks ϕ∗SY or ϕ∗S⊥Y is isomorphic to the direct sum of OX(−1) with a trivial bundle.
The same holds for the pullback ϕ∗SY if Y is an orthogonal or symplectic grassmannian,
under the assumption that ϕ factors respectively through a standard quadric or through
a standard symplectic projective space.

(iii) If Y is an orthogonal or symplectic grassmannian and ϕ factors through a projective
space which is not contained in a standard quadric or, respectively, in a standard sym-
plectic projective space, then ϕ∗SY is isomorphic to the direct sum of (VX⊗OX)/OX(−1)
with a trivial bundle.

Proof. Case-by-case verification using the explicit form of the embeddings given in Theorems
2.4 and 2.5. �

Let us illustrate how the subbundle ϕ∗SY ⊂ Vs⊗OX recovers the linear embedding X
ϕ
→֒ Y .

For instance, assume that X
ϕ
→֒ Y is a combination of standard and isotropic extensions

X = GO(m, Vn)
τX
→֒ G(m, Vn)

σ
→֒ G(l, Vr)

ι
→֒ GO(l, Vs) = Y ,

σ being a non-strict standard extension given by σ(U) = U⊥ ⊕W , where U⊥ ⊂ V ∗n , W ⊂ Vr
is a fixed subspace together with a monomorphism V ∗n ⊕W →֒ Vr. The isotropic extension ι
turns V ∗n ⊕W into an isotropic subspace of the orthogonal space Vs.

We have ϕ∗SY ∼= S⊥X ⊕ (W ⊗OX). To read back ϕ from the monomorphism

ϕ∗SY ∼= S⊥X ⊕ (W ⊗OX) →֒ Vs ⊗OX ,(4)

observe that simply

ϕ(U) = (ϕ∗SY )U(5)

where U ∈ X and (ϕ∗SY )U denotes the geometric fibre of the bundle ϕ∗SY the point U . It is
the morphism (4), not just the bundle ϕ∗SY , which ensures that the map (5) coincides with ϕ.
In particular, note that ι(V ∗n ⊕W ) is the union of the images in Vs of all geometric fibres of
ϕ∗SY , and the space W is the intersection of all such images.

If ϕ instead equals a mixed combination of standard and isotropic extensions of the form

X = GO(m, Vn)
τX
→֒ G(m, Vn)

σ
→֒ G(l, Vr)

ι
→֒ GS(l, Vs) = Y ,

then the same holds with the only change that the form on Vs is now symplectic.

3. Special and maximal linear embeddings

In this subsection we complete the classification of linear embeddings of grassmannians X
ϕ
→֒

Y for Y 6∼= GO(m, V2m). As a corollary we classify maximal linear embeddings whose targets
are not projective spaces, quadrics, or spinor grassmannians.

13



3.1. Spinor grassmannians. We first define certain linear embeddings of grassmannians into
a spinor grassmannian.

Let V2m, m ≥ 5, be a fixed vector space endowed with a non-degenerate symmetric bilinear
form. Let X := GO(m, V2m) and X̄ ∼= X be the two connected components of the variety
of maximal isotropic subspaces of V2m. Fix Um ∈ X and set Vm := Um. For every splitting
V2m = Um⊕U∗m of V2m into a sum of maximal isotropic subspaces, and any 1 ≤ k ≤ (m− 1)/2,
we define the embedding

θ2km : G(m− 2k, Vm) →֒ GO(m, V2m) , U 7→ U ⊕ (U⊥ ∩ U∗m) .(6)

Next, fix Ūm ∈ X̄ and set Vm := Ūm. For every splitting V2m = Ūm ⊕ Ū∗m and any 1 ≤ k ≤
(m− 1)/2, we define the embedding

θ2k−1m : G(m− 2k + 1, Vm) →֒ GO(m, V2m) , U 7→ U ⊕ (U⊥ ∩ Ū∗m) .(7)

The embeddings θrm, 1 ≤ r ≤ m − 1, are linear because they send projective lines on
G(m− r, Vm) to projective lines on GO(m, V2m), which is verified in a straightforward manner.

With help of the embedding θ2m we are now able to classify linear embeddings of spinor
grassmannians into non-spinor grassmannians. Note that the linear embeddings between spinor
grassmannians are classified in Theorem 2.4,(ii).

Proposition 3.1. Let Y = G(l, Vs) or Y = GS(l, Vs). Every linear embedding GO(m, V2m)
ϕ
→֒

Y factors through a projective space. Every linear embedding GO(m, V2m)
ϕ
→֒ GO(l, Vs), where

s 6= 2l, 2l + 1, 2l + 2, factors through a projective space or a standard quadric on GO(l, Vs).

Proof. Assume first that Y = G(l, Vs). Fix Vm ∈ GO(m, V2m) and let θ := θ2m. We consider the
composition

G(m− 2, Vm)
θ
→֒ GO(m, V2m)

ϕ
→֒ G(l, Vs) .

By Theorem 2.4, this composition is either a standard extension or factors through a projective
space on G(l, Vs).

We claim that in fact ϕ ◦ θ factors through a projective space. To see this, fix an arbitrary
point y ∈ G(m− 2, Vm) and its images θ(y) ∈ GO(m, V2m) and ϕ ◦ θ(y) ∈ G(l, Vs). Recall from
subsection 1.3 that in each of the grassmannians G(m−2, Vm), GO(m, V2m), and G(l, Vs) there
are two families of maximal projective spaces passing through the respective points y, θ(y), ϕ ◦
θ(y). In GO(m, V2m) one family consists of Pm−1-s, the other of P3-s, and every space of the
first family intersects every space of the second family a copy of P2. On the other hand, in both
grassmannians G(m − 2, Vm) and G(l, Vs) any two maximal projective spaces from different
families intersect in a copy of P1. This implies that ϕ cannot separate the two families of
maximal projective spaces on GO(m, V2m) passing through θ(y), in the sense of sending two
spaces from different families on GO(m, V2m) to two respective spaces on G(l, Vs) also belonging
to different families. Since any standard extension G(m− 2, Vm) →֒ G(l, Vs) separates the two
families of maximal projective spaces on G(m−2, Vm), we conclude that the composition ϕ◦θ is
not a standard extension. Hence its image ϕ ◦ θ(G(m− 2, Vm)) lies in some maximal projective
space PN0 in G(l, Vs) containing the point ϕ ◦ θ(y).

The space PN0 intersects any other maximal projective space from its own family in G(l, Vs)
only at the point ϕ ◦ θ(y). Any maximal P3 passing through ϕ ◦ θ(y) in GO(m, V2m) intersects
PN0 along a copy of P1, so all such P3-s must be contained in PN0 . The same argument shows
that PN0 contains all maximal Pm−1-s on GO(m, V2m) passing through θ(y). Hence all projective
lines on GO(m, V2m) passing through θ(y) are contained in PN0 . By Lemma 1.2 any two points
in GO(m, V2m) are connected via a finite chain of projective lines, and the fact that the point
y is arbitrary enables us to complete the argument for the case Y = G(l, Vs).

The cases where Y is isomorphic to GS(l, Vs) or GO(l, Vs) are deduced from the case of
G(l, Vs) by an argument analogous to the one used in the proof of Theorem 2.5,(v). Namely,
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we compose ϕ with the tautological embedding τY : Y →֒ G(l, Vs) and use the fact that the
embedding τY ◦ ϕ : GO(m, V2m) →֒ G(l, Vs) factors through a maximal projective space P on
G(l, Vs). If Y = GS(l, Vs) then the intersection P∩ τY (Y ) is a projective space on Y containing
the image of GO(m, V2m), so the statement holds in this case. If Y = GO(l, Vs) then P∩ τY (Y )

is either a projective space or a maximal standard quadric Q on Y . Hence, if GO(m, V2m)
ϕ
→֒ Y

does not factor through a projective space then ϕ factors through a standard quadric on Y ,
and the embedding of GO(m, V2m) into this quadric is one of the embeddings from Lemma 2.1.
This completes the proof. �

3.2. The grassmannians GO(n−2, V2n). We now classify linear embeddings of GO(n−2, V2n)
into non-spinor grassmannians. Set X := GO(n− 2, V2n) throughout this subsection. First we
construct a special linear embedding of X into G(2, V2n−1).

Let S := GO(n, V2n). The vector space VS := H(S,OS(1))
∗ has dimension 2n−1, and

πS : S → P(VS)

is a minimal projective embedding of S. Set Y := G(2, VS) ∼= G(2, V2n−1) and recall that this
grassmannian can be interpreted as the variety of projective lines in P(VS). Furthermore, from
subsection 1.3.6 we know that X is the variety of projective lines on S, and formula (3) allows
us to parametrize the projective lines on S as

P1
S,U := {V ∈ S : U ⊂ V } ⊂ S for U ∈ GO(n− 2, V2n) = X .

Proposition 3.2. The map

δn : GO(n− 2, V2n) → G(2, VS) , U 7→ πS(P
1
S,U)(8)

is a linear embedding and its image is the variety of projective lines on S.

Proof. It is clear that δn is an injection, and it is routine to check that δn is an embedding of
algebraic varieties. The fact that the image of δn is exactly the variety of projective lines on
S follows directly from the construction. To prove that δn is linear we will show that it sends
every projective line on X to a projective line on Y . A projective line on X has the form

P1
X,Un−3⊂Un−1

= {U ∈ X : Un−3 ⊂ U ⊂ Un−1}

for some fixed isotropic subspaces Un−3 ⊂ Un−1 ⊂ V2n of the indicated dimensions. The points
on P1

X,Un−3⊂Un−1
correspond precisely to those projective lines in S which contain the unique

maximal isotropic subspace Un ⊂ V2n satisfying Un−1 ⊂ Un ∈ S. The union of these projective
lines on S is the following projective plane on S:

P2
S,Un−3⊂Ūn

= {V ∈ GO(n, V2n) : Un−3 ( (V ∩ Un−1)} =
⋃

U∈P1
X,Un−3⊂Un−1

P1
S,U ,

where Ūn ⊂ V2n is the unique maximal isotropic subspace such that Un ∩ Ūn = Un−1. (Note
that Ūn /∈ S.) It follows that the image of P1

X,Un−3⊂Un−1
in Y under δn is given by the variety of

projective lines on the projective plane P2
S,Un−3⊂Ūn

containing the point Un. Since this variety

is a projective line on Y the proof is complete. �

Recall that the spinor grassmannian S used to define the embedding δn is a connected
component of the variety of maximal isotropic subspaces of V2n. If one uses the other connected
component S̄ of the same variety, one obtains an embedding GO(n− 2, V2n) →֒ G(2, VS̄) which

is a composition of an isomorphism G(2, VS)
∼
→ G(2, VS̄) with the embedding δn.

Let S2 := SG(2,VS) be the tautological bundle on G(2, VS). The bundle δ∗nS2 is the SO(V2n)-
linearized vector bundle of rank 2 whose fibre at U ∈ X is the 2-dimensional space πS(P

1
S,U).

The embedding δn may factor through the tautological embedding of some orthogonal or
symplectic grassmannian in G(2, VS). This occurs exactly when VS admits a non-degenerate,
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respectively symmetric or skew-symmetric, bilinear form for which all two dimensional sub-
spaces of VS corresponding to projective lines on S are isotropic. In fact, such a bilinear
form always exists by Proposition 4.4. If δn factors through GO(2, VS), we denote by δOn the
embedding such that

δn : GO(n− 2, V2n)
δOn
→֒ GO(2, VS)

τ
→֒ G(2, VS) .(9)

If δn factors through GS(2, VS), we denote by δSn the embedding such that

δn : GO(n− 2, V2n)
δSn
→֒ GS(2, VS)

τ
→֒ G(2, VS) .(10)

The following theorem is our main result in this subsection.

Theorem 3.3. The following statements hold for every n ≥ 4.

(i) Every linear embedding GO(n − 2, V2n) →֒ G(l, Vr) factors through a projective space,
or factors through the tautological embedding and a standard extension σ as

GO(n− 2, V2n)
τX
→֒ G(n− 2, V2n)

σ
→֒ G(l, Vr) ,

or factors through the embedding δn and a standard extension σ′ as

GO(n− 2, V2n)
δn
→֒ G(2, V2n−1)

σ′

→֒ G(l, Vr) .

(ii) Every linear embedding GO(n−2, V2n)
ϕ
→֒ GO(l, Vr), l < ⌊ r−1

2
⌋, is a standard extension,

or factors through a standard quadric, or factors as

GO(n− 2, V2n)
ψ
→֒ G(l, V⌊r/2⌋)

ι
→֒ GO(l, Vr)

where ι is an isotropic extension and ψ is one of the embeddings of part (i), or factors
as

GO(n− 2, V2n)
δOn
→֒ GO(2, V2n−1)

σ
→֒ GO(l, Vr)

for a standard extension σ.

(iii) Every linear embedding GO(n− 2, V2n)
ϕ
→֒ GS(l, V2r) factors as

GO(n− 2, V2n)
ψ
→֒ G(l, Vr)

ι
→֒ GS(l, V2r)

where ι is an isotropic extension and ψ is one of the embeddings of part (i), or factors
as

GO(n− 2, V2n)
δSn
→֒ GS(2, V2n−1)

σ
→֒ GS(l, V2r).

for a standard extension σ.

Proof. We assume first n ≥ 5. For part (i), let ϕ : X →֒ Y = G(l, Vr) be a linear embedding
which does not factor through a projective space. We borrow the strategy of [8] and consider the
images of maximal standard quadrics on X under ϕ. Such a maximal quadric is 4-dimensional,
has the form Q := Q4

X,Un−3
for some Un−3 ∈ GO(n− 3, V2n), and is isomorphic to the ordinary

grassmannian G(2, V4). There are two options for the restriction ϕ|Q:
Case 1) ϕ|Q factors through a projective space.
Case 2) ϕ|Q is a standard extension.
In fact, exactly one of these two options holds simultaneously for all maximal standard

quadrics on X . This is due to the irreducibility of the family of maximal standard quadrics in
X and the existence of two irreducible families of maximal projective spaces on Y ; a detailed
argument is given in the proof of [8, Proposition 3.15].

In case 1) the situation is analogous to the one considered in Theorem 2.4, (iii), and we
deduce that ϕ factors through the tautological embedding τX as ϕ = σ ◦ τX , where σ is a
standard extension of ordinary grassmannians.
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We suppose now that case 2) holds, so that ϕ|Q is a standard extension for every maximal
standard quadric Q on X . We will prove that ϕ factors through δn : X →֒ G(2, V2n−1). For this
we need an auxiliary construction.

Any projective line L := P1
X,Un−3⊂Un−1

on X is equal to the intersection of three uniquely
determined maximal projective spaces on X , namely,

P1
X,Un−3⊂Un−1

= Pn−2X,Un−1
∩ P2

X,Un−3⊂Un
∩ P2

X,Un−3⊂Ūn

where Un ∈ S and Ūn ∈ S̄ form the unique pair of maximal isotropic subspaces of V2n containing
Un−1. Moreover, the line L is obtained as the intersection of any two of the above three maximal
projective spaces on X . The spaces P2

X,Un−3⊂Un
and P2

X,Un−3⊂Ūn
are maximal projective spaces

on the standard quadric Q4
X,Un−3

⊂ X . For any U ∈ S ∪ S̄ we denote by ZU ⊂ X the image

of the isotropic extension G(n − 2, U) →֒ GO(n − 2, V2n) = X . Then Pn−2X,Un−1
and P2

X,Un−3⊂Un

are maximal projective spaces on ZUn
, while Pn−2X,Un−1

and P2
X,Un−3⊂Un

are such on ZŪn
. We have

Pn−2X,Un−1
= ZUn

∩ ZŪn
.

The image of L under ϕ has the form

ϕ(L) = P1
Y,Wl−1⊂Wl+1

= Pr−lY,Wl−1
∩ PlY,Wl+1

for a unique flag of subspaces Wl−1 ⊂ Wl+1 ⊂ Vr. The image under ϕ of each of three spaces
Pn−2X,Un−1

, P2
X,Un−3⊂Un

and P2
X,Un−3⊂Ūn

is contained in exactly one of the subspaces Pr−lY,Wl−1
and

PlY,Wl+1
. Thus at least two of the three spaces are mapped to the same maximal projective space

on Y . Consequently, the image under ϕ of at least one of the three grassmannians Q4
X,Un−3

, ZUn
,

ZŪn
is contained in a projective space on Y . If all three grassmannians are mapped to the same

maximal projective space on Y then ϕ factors through a projective space on Y . This case is
excluded by our hypothesis, so exactly one of Q4

X,Un−3
, ZUn

, ZŪn
is mapped by ϕ into a projective

space on Y . The possibility that ϕ maps Q4
X,Un−3

to a projective space is also excluded, because

is was considered as case 1). Hence the restriction of ϕ to one of the grassmannians ZUn
and

ZŪn
is a standard extension, while the restriction to the other grassmannian factors through a

projective space. Up to change of notation, we may assume that ϕ|Z
Ūn

is a standard extension.

To summarize, it remains to consider the case where ϕ|
Q4
X,Un−3

and ϕ|Z
Ūn

are standard ex-

tensions while ϕ|ZUn
factors through a projective space. By the irreducibility of the parameter

spaces, this property holds for every Un−3 ∈ GO(n− 3, V2n), every Un ∈ S and every Ūn ∈ S̄.
In this setting we will construct a linear embedding π of the spinor grassmannian S into the
projective space P(V ∗r ), which will help us see that ϕ factors through δn.

For every Un ∈ S the image ϕ(ZUn
) is contained in a maximal projective space on Y of the

form PlY,Wl+1
or Pr−lY,Wl−1

. These two cases are analogous and interchangeable by the use of the

isomorphism G(l, Vr) ∼= G(r − l, V ∗r ). We assume ϕ(ZUn
) ⊂ PlY,Wl+1

, which yields a morphism

π : S → G(l + 1, Vr) , Un 7→ Wl+1 .

On the other hand, for every Ūn ∈ S̄ the restriction of ϕ to ZŪn
= G(n − 2, Ūn) is a standard

extension which is strict because of the above choice of PlY,Wl+1
instead of Pr−lY,Wl−1

. Thus there

is an inclusion νŪn
: Ūn →֒ Vr and a subspace WŪn

⊂ Vr of dimension l + 2− n such that

ϕ(U) = WŪn
⊕ νŪn

(U)

for U ∈ ZŪn
. We obtain a morphism

ρ : S̄ → G(l + 2, Vr) , Ūn → WŪn
⊕ νŪn

(Ūn) .

For Un ∈ S and Ūn ∈ S̄ the intersection ZUn
∩ZŪn

in X is empty or is a maximal projective
space on X of the form Pn−2X,Un−1

whenever Un−1 = Un ∩ Ūn has dimension n − 1. Therefore,
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there is a third morphism

π′ : G(n− 1, V2n) → G(l + 1, Vr) , Un−1 → π(Un) =WŪn
⊕ νŪn

(Un−1) ,

where Un ∈ S and Ūn ∈ S̄ is the unique pair such that Un ∩ Ūn = Un−1. We note that π and
π′ have the same image, and π(Un) = π′(Un−1) if and only if Un−1 ⊂ Un.

We claim that ρ is a constant morphism and π is an linear embedding.
To prove that the morphism ρ is constant it suffices to show that it is constant on any

projective line on S̄. Fix Ūn, Ū
′
n ∈ S such that Ūn ∩ Ū

′
n =: Un−2 ∈ X , so that Ūn, Ū

′
n are two

distinct points on the projective line P1
S̄,Un−2

. The element Un−2 also determines a projective

line on S, and we fix Un, U
′
n ∈ P1

S,Un−2
such that Un∩U

′
n = Un−2. Then each of the intersections

U
(1)
n−1 := Un ∩ Ūn , U

(2)
n−1 := U ′n ∩ Ūn , U

(3)
n−1 := Un ∩ Ū

′
n , U

(4)
n−1 := U ′n ∩ Ūn

has dimension n− 1 and contains Un−2. Hence we have

ϕ(Un−2) ⊂ π(Un) ∩ π(U
′
n) , π(Un) + π(U ′n) ⊂ ρ(Ūn) ∩ ρ(Ū

′
n) .

Each of π(Un) and π(Un) has codimension 1 in each of ρ(Ūn) and ρ(Ū
′
n), therefore

ρ(Ūn) = ρ(Ū ′n) ⇐⇒ π(Un) 6= π(U ′n) ⇐⇒ π(Un) ∩ π(U
′
n) = ϕ(Un−2) .

In other words, the restriction of ρ to P1
S̄,Un−2

is constant if and only if the restriction of π to

P1
S,Un−2

is a linear embedding.

Since U
(1)
n−1 and U

(2)
n−1 are distinct hyperplanes in Ūn they define distinct maximal projective

spaces on ZŪn
. It follows that π′(U

(1)
n−1) 6= π′(U

(2)
n−1) because any standard extension of ordinary

grassmannians maps distinct maximal projective spaces on its domain to distinct maximal
projective spaces on the target grassmannian. Hence

π(Un) = π′(U
(1)
n−1) 6= π′(U

(2)
n−1) = π(U ′n) .

We can conclude that the restriction of π to every projective line on S is a linear embedding,
and ρ is a constant morphism.

Since the restriction of π to any projective line is linear, the map π is itself linear. To
prove that π is a linear embedding it remains to show that it is injective. Let Vl+2 := ρ(S̄) ∈
G(l + 2, Vr) be the image of ρ. For every Ūn ∈ S̄ we have ϕ(ZŪn

) ⊂ σ1(G(l, Vl+2)) ⊂ Y ,
where σ1 : G(l, Vl+2) →֒ G(l, Vr) is the canonical standard extension. It follows that the
embedding ϕ factors through the standard extension σ1, i.e., there exists a linear embedding
ψ : X → Z := G(l, Vl+2) such that ϕ = σ1 ◦ ψ. This allows us to reduce to the case where
Vr = Vl+2 and ϕ = ψ.

Suppose π is not injective. In other words, π(Un) = π(U ′′n) =: Wl+1 for some Un, U
′′
n ∈ S

which do not belong to a projective space on S. Then dim(Un ∩ U ′′n) = n − 2k for some
k > 1. Let Un−2, U

′′
n−2 ∈ X be such that Un−2 ⊂ Un, U

′′
n−2 ⊂ Un and Un ∩ U

′′
n = Un−2 ∩ U

′′
n−2.

The images ϕ(Un−2) and ϕ(U ′′n−2) are then two distinct hyperplanes in π(Un). Hence the
intersection Wl−1 := ϕ(Un−2) ∩ ϕ(U ′′n−2) has dimension l − 1, and we deduce that the two
images ϕ(Un−2) and ϕ(U ′′n−2) belong to the projective line P1

Y,Wl−1⊂Wl+1
on Y = G(l, Vl+2).

Since ϕ is a linear embedding, Un−2 and U ′′n−2 belong to a projective line P1
X,Un−3⊂Un−1

on X .
In particular dim(Un−2 ∩ U

′′
n−2) = n− 3, a contradiction.

This enables us to conclude that π is a linear embedding, and we can define the previously
announced embedding π as the composition of π with the duality isomorphism

π : S
π
→֒ G(l + 1, Vl+2) ∼= P(V ∗l+2) .

Similarly, let ϕ be the composition

ϕ : X
ϕ
→֒ G(l, Vl+2) ∼= G(2, V ∗l+2) .
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The explicit form of the embedding π yields immediately to our desired factorization property
of the embedding ϕ. Indeed, π : S → V ∗l+2 induces a linear map π̂ : VS →֒ V ∗l+2, which in turn
induces a standard extension σ2 : G(2, VS) →֒ G(2, V ∗l+1) through which ϕ factors. The resulting
embedding X →֒ G(2, VS) is

ϕ(Un−2) = π(P1
S,Un−2

) = P(π(Un) + π(U)) = P(ϕ(Un−2)) ∈ σ2(G(2, VS)) ,

which is identical with δn by (8). Therefore ϕ = σ2 ◦ δn, and the initial embedding ϕ equals
the composition

ϕ : X
δn
→֒ G(2, VS)

σ2
→֒ G(2, V ∗l+2)

∼= G(l, Vl+2)
σ1
→֒ G(l, Vr) = Y .

This completes the proof of part (i) for n ≥ 5.
It remains to consider the case n = 4. Here the embedding δ4 is related to the tautological

embedding τX via the isomorphism GO(1, V8) ∼= GO(4, V8), and the two factorizations in part
(i) are the same. The result is that every linear embedding GO(2, V8) →֒ Y , where Y is
an ordinary or a symplectic grassmannian, factors through the tautological embedding into
G(2, V8). In case Y ∼= GO(l, Vr), there are also the options for the embedding to be a standard
extension and to factor through a standard quadric. This settles parts (i),(ii),(iii) for n = 4.

Parts (ii) and (iii) for n ≥ 5 follow from part (i) by use of the composition τY ◦ ϕ of a given
embedding ϕ of X into an isotropic grassmannian Y with the tautological embedding τY of
Y . �

3.3. The grassmannians GO(n− 1, V2n+1). In this subsection we classify linear embeddings
of the grassmannian X := GO(n−1, V2n+1) into non-spinor grassmannians for n ≥ 3. This case
is similar and closely related to the case of GO(n−2, V2n) considered in the previous subsection.

There is a special linear embedding of X , obtained as the composition

δ1n+1 : GO(n− 1, V2n+1)
σ1
→֒ GO(n− 1, V2n+2)

δn+1

→֒ G(2, V2n) = G(2, VGO(n,V2n+1))(11)

of a standard extension σ1 and the embedding δn+1 given in (8). If the embedding δ1n+1 factors
through a tautological embedding GO(2, V2n) →֒ G(2, V2n) or GS(2, V2n) →֒ G(2, V2n), we

obtain respective embeddings δ1,On+1 and δ1,Sn+1 such that

δ1n+1 : G(n− 1, V2n+1)
δ1,On+1

→֒ GO(2, V2n) →֒ G(2, V2n) ,

δ1n+1 : G(n− 1, V2n+1)
δ1,Sn+1

→֒ GS(2, V2n) →֒ G(2, V2n) .

(12)

The existence of such factorizations for δ1n+1 is equivalent to the existence of a symmetric, or
respectively symplectic, non-degenerate bilinear form on VGO(n,V2n+1) for which every projective
line on GO(n, V2n+1) is the projectivization of an isotropic plane in VGO(n,V2n+1).

Theorem 3.4. The following statements hold for n ≥ 3.

(i) Every linear embedding GO(n− 1, V2n+1) →֒ G(l, Vr) factors as

GO(n− 1, V2n+1)
τX
→֒ G(n− 1, V2n+1)

σ
→֒ G(l, Vr)(13)

or as

GO(n− 1, V2n+1)
δ1n+1

→֒ G(2, V2n)
σ′

→֒ G(l, Vr) ,

where σ and σ′ are standard extensions, or factors through a projective space.
(ii) Every linear embedding GO(n− 1, V2n+1) →֒ GO(l, Vr), l ≤ ⌊ r−1

2
⌋, is a standard exten-

sion, or factors through a standard quadric, or factors as

GO(n− 1, V2n+1)
ψ
→֒ G(l, Vk)

ι
→֒ GO(l, Vr)
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where ψ is one of the embeddings in part (i) and ι is an isotropic extension, or factors
as

GO(n− 1, V2n+1)
δ1,On+1

→֒ GO(2, V2n)
σ′

→֒ GO(l, Vr)

where σ, σ′ are standard extensions and δ1,On+1 is the embedding given in (12).
(iii) Every linear embedding GO(n− 1, V2n+1) →֒ GS(l, Vr) factors as

GO(n− 1, V2n+1)
ψ
→֒ G(l, Vk)

ι
→֒ GS(l, Vr)

where ψ is one of the embeddings in part (i) and ι is an isotropic extension, or factors
as

GO(n− 1, V2n+1)
δ1,Sn+1

→֒ GS(2, V2n)
σ′

→֒ GS(l, Vr)

where σ, σ′ are standard extensions and δ1,Sn+1 is the embedding given in (12).

Proof. The proof follows the same ideas as the proof of Theorem 3.3. We outline the main
steps for part (i). Let ϕ : X := GO(n − 1, V2n+1) →֒ G(l, Vr) =: Y be a linear embedding. A
maximal standard quadric Q on X is 3-dimensional and has the form Q = Q3

X,Un−2
given in

subsection 1.3.5. Any 3-dimensional quadric is isomorphic to GS(2, V4). Hence there are the
following two options for the restriction of ϕ to Q.

Case 1) ϕ|Q factors through a projective space.
Case 2) ϕ|Q factors through a composition σ ◦ τ where τ is the tautological embedding of

GS(2, V4) and σ : G(2, V4) → Y is a standard extension.
In case 1) one can show that the embedding ϕ factors through the tautological embedding

τX : GO(n−1, V2n+1) →֒ G(n−1, V2n+1). Thus ϕ = σ◦τX where σ : G(n−1, V2n+1) →֒ G(l, Vr)
is a linear embedding. By Theorem 2.4, σ is a standard extension or factors through a projective
space, and we obtain a factorization of the type (13).

In case 2) we claim that the embedding ϕ factors through the embedding δ1n+1. To show
this we construct an auxiliary linear embedding π : S → P(Vr) of the spinor grassmannian
S := GO(n, V2n+1). The embedding π is constructed first for l = 2, using the fact that S is
the parameter space for the family of maximal projective spaces on X (see subsection 1.3.5).
Then one shows that ϕ factors through a standard extension σ1 : X →֒ GO(n− 1, V2n+2) using
the isomorphism of spinor grassmannians S ∼= GO(n+ 1, V2n+2) =: S ′ and the identification of
GO(n− 1, V2n+2) with the variety of projective lines on S given by the embedding δn+1. Here
V2n+2 := V2n+1 ⊕ V1 is endowed with a non-degenerate symmetric bilinear form extending the
given form on V2n+1. Thus ϕ factors through δ1n+1, and hence (i) holds.

To prove parts (ii) and (iii) one can compose any given linear embedding X
ϕ
→֒ Y into

a symplectic or orthogonal non-spinor grassmannian Y with the tautological embedding τY .
Then part (i) applies to τY ◦ ϕ, and the result follows in a straightforward manner. �

3.4. Maximal linear embeddings of grassmannians. A linear embedding of grassmanni-

ansX
ϕ
→֒ Y ismaximal if ϕ is a proper embedding, and does not factor through a grassmannian

Z properly contained in Y and properly containing ϕ(X).

Corollary 3.5. Let X
ϕ
→֒ Y be a maximal linear embedding of grassmannians. Assume that Y

is not spinor grassmannian, a projective space or a quadric. Then ϕ is one of the following.

(a) For Y = G(m, Vn) with 1 < m < n− 1:
(a.1) a standard extension G(k, Vn−1) →֒ G(m, Vn) with l ∈ {m,m− 1};
(a.2) a tautological embedding GO(m, Vn) →֒ G(m, Vn) or GS(m, Vn) →֒ G(m, Vn).

(b) For Y = GO(m, Vn) with 1 < m < ⌊n−1
2
⌋:

(b.1) a standard extension GO(m, Vn−1) →֒ GO(m, Vn),
or GO(m− 1, Vn−2) →֒ GO(m, Vn);
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(b.2) an isotropic extension G(m, Vn
2
) →֒ GO(m, Vn) where n is even and Vn

2
⊂ Vn is a

maximal isotropic subspace;
(b.3) if m = 2 and n = 2k−1 for some k ≥ 1, the embedding δOk : GO(k − 2, V2k) →֒

GO(2, V2k−1) defined in subsection 3.2, whenever the minimal projective embedding
of GO(k, V2k) factors through a quadric.

(c) For Y = GS(m, V2n) with 1 < m < n:
(c.1) an isotropic extension G(m, Vn) →֒ GS(m, V2n) where Vn ⊂ V2n is a maximal

isotropic subspace;
(c.2) a standard extension GS(l, V2n−2) →֒ GS(m, V2n) with l ∈ {m− 2, m− 1, m};
(c.3) if m = 2 and n = 2k−1 for some k ≥ 2, the embedding δSk : GO(k − 2, V2k) →֒

GS(2, V2k−1) given in (10) provided V2k−1 admits a non-degenerate skew-symmetric
bilinear form for which every projective line on GO(k, V2k) ⊂ P(V2k−1) is isotropic.

(d) A standard extension GS(m− 1, V2m−2) →֒ GS(m, V2m).

Proof. The list is derived using the classification of linear embeddings from Theorems 2.4, 2.5,
3.3, 3.4, and Proposition 3.1. �

4. Equivariance of linear embeddings

A (generalized) flag variety is a coset space of the form G/P where G is a connected semisim-
ple complex algebraic group and P is a parabolic subgroup. The Picard group of G/P is iso-
morphic to Z if and only if P is a maximal parabolic subgroup of G. For a grassmannian X
we denote by GX the simply connected cover of the connected component of the identity of the
automorphism group of X . Concretely, GX = SL(Vn) for X = G(m, Vn); GX = Spin(Vn) for
X = GO(m, Vn) with n 6= 2m + 1; GX = Sp(Vn) for X = GS(m, Vn) with n even and m 6= 1.
Then, in all cases we have X = GX/Pm where Pm is the subgroup of GX fixing a point in X .

The classification of linear embeddings of grassmannians given sections 2 and 3 has the
remarkable consequence that almost every linear embedding of grassmannians is equivariant
for an appropriate classical group. There are exceptions: embeddings which factor through
standard quadrics or standard symplectic projective spaces, as well as certain embeddings of
GO(n − 2, V2n) and GO(n − 1, V2n+1) into orthogonal or symplectic grassmannians. We will
show that these are the only exceptions.

Definition 4.1. An embedding of grassmannians X
ϕ
→֒ Y is G-equivariant (or simply equi-

variant) if G is a subgroup of GX acting transitively on X and there is a homomorphism
f : G→ GY with finite kernel such that ϕ(gx) = f(g)ϕ(x) for g ∈ G and x ∈ X.

For any grassmannian X the minimal projective embedding πX : X → P(VX) is equivariant
under GX . Furthermore, note that the image ϕ(X) ⊂ Y of a G-equivariant embedding is a
closed orbit of the subgroup f(G) ⊂ GY .

Theorem 4.1. Let X be a grassmannian not isomorphic to GO(n−2, V2n−1) or GO(n−2, V2n)

for n ≥ 4, and let Y be a non-spinor grassmannian. Then every linear embedding X
ϕ
→֒ Y ,

which does not factor through a projective space or a quadric, is GX-equivariant.

Instead of proving Theorem 4.1 directly, we will describe the images of embeddings as in
Theorem 4.1 as orbits of suitable groups, and this will imply the claimed equivariance. First,
we introduce the following short-hand terminology. Let G be a connected semisimple linear
algebraic group. We say that a subgroup L ⊂ G is an L-subgroup (L for Levi) if it is a
maximal semisimple connected subgroup of a parabolic subgroup of G. If an L-subgroup L ⊂ G
is infinitesimally simple, we say that L is an LS-subgroup. An algorithm for description of
the L-subgroups of a given simple group is provided by Dynkin in [3].

21



Remark 4.1. If follows from standard properties of parabolic subgroups that, if G1
f1
→ G2

f2
→

G3 are homomorphisms of semisimple complex algebraic groups such that f1(G1) ⊂ G2 and
f2(G2) ⊂ G3 are L-subgroups (respectively, LS-subgroups) then the image f2 ◦ f1(G1) ⊂ G3 is
also an L-subgroup (respectively, LS-subgroup).

Proposition 4.2.

(i) Let X
ϕ
→ Y be a linear embedding of grassmannians as in Theorem 4.1, in particular

ϕ does not factor through a projective space or a quadric. Then the image ϕ(X) ⊂ Y
is a closed orbit of some LS-subgroup of GY , or is properly contained in a closed orbit
Z ( Y of some LS-subgroup GY . The latter case occurs if:
(i.1) ϕ is (mixed) combination of standard and isotropic extensions, or an embedding

of an isotropic grassmannian into an ordinary grassmannian; here the embedding
ϕ(X) →֒ Z is a tautological embedding GO(m, Vn) →֒ G(m, Vn) or GS(m, Vn) →֒
G(m, Vn);

(i.2) ϕ is a standard extension of orthogonal grassmannians GO(m, Vn) →֒ GO(l, Vs)
with s − n ≡ 1 (mod 2); here the embedding ϕ(X) →֒ Z a standard extension
GO(m, Vn) →֒ GO(l, Vn+1) with l ∈ {m,m+ 1}.

(ii) Let Y be a grassmannian. Every non-constant closed orbit X ⊂ Y of an LS-subgroup
L ⊂ GY is a grassmannian, and X is not contained in a projective space or a standard
quadric on Y , unless X is itself a projective space or a standard quadric on Y . Fur-
thermore, except in the case where Y ∼= GS(m, V2m) for some m and L is isomorphic
to SL(k) for some k ≥ 2, the embedding ϕ of X into Y is linear and there are three
options:
(ii.1) ϕ is a standard extension between grassmannians of the same type (ordinary, or-

thogonal or symplectic);
(ii.2) X is an ordinary grassmannian, Y is a symplectic or non-spinor orthogonal grass-

mannian, and ϕ factors as

X ∼= G(m, Vn)
σ
→֒ G(l, Vr)

ψ
→֒ Y

where σ is a standard extension and ψ is an isotropic extension.
(ii.3) X is an ordinary grassmannian, Y = GO(r, V2r), and ϕ factors as

X ∼= G(m, Vn)
σ
→֒ G(l, Vr)

θlr
→֒ Y

for some 1 ≤ l ≤ r − 1, where σ is a standard extension and θlr is the embedding
defined in (6),(7).

Proof. (i). We begin with the case where Y = G(l, Vs) and hence GY = SL(Vs). If X =
G(m, Vn) then ϕ is a standard extension, since we have assumed that ϕ does not factor through
a projective space. The image of every standard extension is also the image of a strict standard
extension, so we may assume that ϕ is a strict standard extension. Thus we have a decompo-
sition Vs = Vn ⊕ V ′ and ϕ is given by (2). This embedding is clearly SL(Vn)-equivariant for
the homomorphism fn,s : SL(Vn) →֒ SL(Vs) whose image consists of the elements preserving
the decomposition Vs = Vn ⊕ V ′ and acting by identity on V ′. Moreover, this image is an LS-
subgroup of SL(Vs), because it is a Levi component of a parabolic subgroup of SL(Vs) fixing a
flag of the form Vn ⊂ Vn⊕U1 ⊂ ... ⊂ Vn⊕Us−n+1 ⊂ Vs in Vs where U1 ⊂ ... ⊂ Us−n−1 ⊂ V ′ is a
maximal flag in V ′. (The choice of the maximal flag U1 ⊂ ... ⊂ Us−n−1 ⊂ V ′ does not matter.)
This completes the argument for embeddings between ordinary grassmannians.

If X = GS(m, Vn) then by Theorem 2.5 the embedding ϕ factors through the tautological
embedding τX as

GS(m, Vn)
τX
→֒ G(m, Vn)

σ
→֒ G(l, Vs) ,
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where σ is a standard extension. By the above, σ(G(m, Vn)) is a closed orbit Z of an LS-
subgroup of SL(Vs), and the embedding ϕ(X) →֒ Z is as claimed in (i.1). The case where
X = GO(m, Vn) with m < n

2
− 2 is analogous.

Next we assume that Y = GO(l, Vs) with l < ⌊s−1
2
⌋. Then GY = Spin(Vs) but the GY -

action on both Y and OY (1) actually reduces to SO(Vs). If X = G(m, Vn) then by Theorem
2.5 the embedding ϕ factors as a composition ι ◦ σ of a standard extension σ of ordinary
grassmannians and an isotropic extension ι. By Remark 4.1 and the already established results
on ordinary grassmannians, it suffices to consider the case of an isotropic extension, i.e., ϕ = ι.
Let Un ⊂ Vs be an isotropic subspace with a fixed isomorphism Vn ∼= Un defining ϕ. Then ϕ
is SL(Vn)-equivariant for the homomorphism hOn,s : SL(Vn) → SO(Vs) whose image consists
of the elements preserving a decomposition Vs = Vr ⊕ Un ⊕ U∗n and acting by the identity on
Vr and on ΛnUn, where U

∗
n ⊂ Vs is an isotropic subspace dual to Un and Vr is an orthogonal

complement to Un⊕U∗n. The image of hOn,s is an LS-subgroup acting transitively on the image
of ϕ.

If X = GO(m, Vn) then the embedding ϕ is either a standard extension or a combination
of standard and isotropic extensions. We consider the two cases. If ϕ is a standard extension
then there is an orthogonal decomposition Vs ∼= Vn ⊕ Vs−n such that ϕ is given by (2), and ϕ
is SO(Vn)-equivariant for the homomorphism

fOn,s : SO(Vn) → SO(Vs)(14)

whose image consists of the elements preserving the decomposition Vs ∼= Vn ⊕ Vs−n and acting
trivially on Vs−n. The image of fOn,s is an LS-subgroup of GY if and only if s− n ≡ 0 (mod 2).

If s − n 6≡ 1 (mod 2) then we observe that ϕ factors as a composition of two standard
extensions of the form

GO(m, Vn)
σ1
→֒ GO(m, Vn+1)

σ2
→֒ GO(l, Vs) .

Thus the image Z := σ2(GO(m, Vn+1)) is the orbit of an LS-subgroup of GY , and the inclusion
ϕ(X) ⊂ Z is a standard extension as claimed in (i.2).

Now suppose that the embedding ϕ is a combination of standard and isotropic extensions

X = GO(m, Vn)
τX
→֒ G(m, Vn)

σ
→֒ G(l, Vr)

ι
→֒ GO(l, Vs) = Y .

By the previous cases, the image Z := ι ◦ σ(G(m, Vn)) ⊂ Y is the orbit of an LS-subgroup of
SO(Vs) isomorphic to SL(Vn). The inclusion ϕ(X) ⊂ Z is given by the tautological embedding
of X as claimed in (i.1).

To complete the argument for Y = GO(l, Vs) it remains to consider the case X = GS(m, Vr).
Here Theorem 2.5 implies that the embedding ϕ is a mixed combination of standard and
isotropic extensions, and the statement of (i.1) applies for the same reasons as for the above
case of a combination of standard and isotropic extensions.

The case Y = GS(l, V2s) is analogous to the case of GO(l, Vs) and we leave it to the reader.
For part (ii) we use the following alternative characterization of L-subgroups, see [4, § 30.2].

Let G be a connected semisimple linear algebraic group. A subgroup L ⊂ G is an L-subgroup
if and only if L is equal to the derived subgroup (Gγ)

′ of the centralizer subgroup Gγ ⊂ G of a
one-parameter subgroup γ : C× → G. If L ⊂ G is an L-subgroup then the normalizer NG(L)
contains a maximal torus T of G. Now let Y = G/P be a flag variety of G and L ⊂ G be an
L-subgroup. An L-orbit L ·x ⊂ Y is closed if and only if x is a T -fixed point for some maximal
torus T ⊂ G contained in the normalizer NG(L). For any maximal torus T ⊂ G, the set of
T -fixed points Y T forms an orbit of the Weyl group W := NG(T )/T .

We consider first the case Y = GS(l, V2s) where GX = Sp(V2s). Every LS-subgroup of
Sp(V2s) is isomorphic to SL(n) or Sp(2n) for some n ≤ s, and is obtained via the following
construction. Fix a decomposition of V2s as a sum of two maximal isotropic subspaces, V2s =
Us ⊕ U∗s . Let V2s = V2n ⊕ V ′ be an orthogonal decomposition such that Un := V2n ∩ Us and
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U∗n := V2n ∩ U∗s are complementary maximal isotropic spaces of V2n. We denote by Ln,A the
subgroup of Sp(V2s) which preserves the decomposition V2s = Un ⊕ U∗n ⊕ V ′ and acts by the
identity on both V ′ and ΛnUn, and by Ln,C the subgroup of G preserving the decomposition
V2s = V2n ⊕ V ′ and acting by the identity on V ′. Then there are isomorphisms

hSn,2s : SL(Un)
∼= Ln,A ⊂ Sp(V2s) and fS2n,2s : Sp(V2n)

∼= Ln,C ⊂ Sp(V2s) .

Next we observe that the closed orbits in Y of an LS-subgroup Ln,A ⊂ Sp(V2s) are exactly
the Ln,A-orbits of points U ∈ GS(l, V2s) such that U = (U ∩ Un) ⊕ (U ∩ U∗n) ⊕ (U ∩ V ′).
Let us fix one such U and denote the closed orbit Ln,A · U by X . Set m := dimU ∩ Un and
m∗ := dimU ∩ U∗n. Then X is an Ln,A-fixed point if and only if at least one of m and m∗ is
equal to 0. Suppose that X is not a point and m > 0, the case m∗ > 0 being analogous. Then
X is isomorphic to the grassmannian G(m,Un), since X is the image of the SL(Un)-equivariant
embedding

G(m,Un)
ϕ
→֒ GS(l, V2s) , ϕ(g · (U ∩ Un)) := hSn,2s(g) · U for g ∈ SL(Un) .

It is straightforward to check that the embedding ϕ is linear if and only if l 6= s. Furthermore,
if ϕ is linear then it is a composition of a standard extension G(m,Un) →֒ G(l, Us) and an
isotropic extension G(l, Us) →֒ GS(l, V2s), as claimed in (ii.2).

For an LS-subgroup Ln,C ⊂ Sp(V2n), the closed Ln,C-orbits in Y are exactly the Ln,C-orbits
of points U ∈ GS(l, V2s) such that U = (U ∩ V2n) ⊕ (U ∩ V ′). Let X := Ln,C · U be a closed
orbit and let m := dim(U ∩ V2n). Then X is a fixed point if and only if m = 0. Otherwise, X
is isomorphic to the grassmannian GS(m, V2n) and is linearly embedded in Y by the Sp(V2n)-
equivariant embedding

GS(m, V2n)
ϕ
→֒ GS(l, V2s) , ϕ(g · (U ∩ V2n)) := fS2n,2s(g) · U for g ∈ Sp(V2n)

which is a standard extension. This completes the argument for a symplectic grassmannian Y .
The other cases are similar, and here we present the details only for a spinor grassmannian.

Suppose that Y = GO(l, V2l) with l ≥ 5. Here GY = Spin(V2l) and the GY -action on OY (1)
does not reduce to an SO(V2l)-action. Every proper LS-subgroup L ⊂ GY is isomorphic either
to SL(n) for 2 ≤ n ≤ l, or to Spin(2n) for 3 ≤ n < l. The inclusion of L in G is respectively

hOn,2s : SL(Un)
∼= Ln,A ⊂ GY or fO2n,2l : Spin(V2n)

∼= Ln,D ⊂ GY ,

where the subgroup Ln,D consists of the elements of Spin(V2l) preserving a fixed orthogonal
decomposition V2l = V2n ⊕ V2l−2n and acting by the identity on V2l−2n, and the subgroup
Ln,A ⊂ Spin(V2l) consists of the elements preserving a fixed decomposition V2l = Un⊕U

∗
n⊕V2l−2n

with Un, U
∗
n ⊂ V2l isotropic and V2l−2n = U⊥n ⊕ (U∗n)

⊥, and acting by the identity on both V2l−2n
and ΛnUn.

The closed Ln,A-orbits in Y = GO(l, V2l) are exactly the Ln,A-orbits of points U ∈ Y such that
U = (U ∩Un)⊕ (U ∩U∗n)⊕ (U ∩V2l−2n). Let us fix one such U and denote by X := Ln,A ·U ⊂ Y
the closed Ln,A-orbit. Setm := dimU∩Un andm

∗ := dimU∩U∗n . Then X is an Ln,A-fixed point
if and only if (m,m∗) ∈ {(0, 0), (l, 0), (0, l)}. Suppose that X is not a point and m > 0 (the case
m∗ > 0 is analogous). Then X is isomorphic to the grassmannian G(m,Un) ∼= SL(Un)/Pm,
since X is the image of the SL(Un)-equivariant embedding

G(m,Un)
ϕ
→֒ GO(l, V2l) , ϕ(g · (U ∩ Un)) := fOn,2l(g) · U for g ∈ SL(Un) .

The map ϕ is a linear embedding because it factors as a composition

X = G(m, Vn)
σ
→֒ G(k, Ul)

θl−k
l

→֒ GO(l, V2l) = Y

for some maximal isotropic subspace Ul ⊂ V2l containing Un, where σ is a standard extension
and θl−kl is one of the embeddings defined in (6) and (7). Thus statement (ii.2) applies for the
closed Ln,A-orbits in Y .

24



The closed Ln,D-orbits in Y = GO(l, V2l) are exactly the Ln,D-orbits through points U ∈ Y
such that U = (U ∩ V2n) ⊕ (U ∩ V2l−2n). For such U the intersection U ∩ V2n is a maximal
isotropic subspace of V2n, and the same holds for U ∩ V2l−2n in V2l−2n. Therefore every closed
Ln,D-orbit X := Ln,D · U ⊂ Y is isomorphic to the spinor grassmannian GO(n, V2n), and its
Spin(V2n)-equivariant embedding

GO(n, V2n)
ϕ
→֒ GO(l, V2l) , ϕ(g · (U ∩ V2n)) := fOn,2l(g) · U for g ∈ Spin(Vr)

is a standard extension. Thus statement (ii.1) holds for the closed Ln,D-orbits in Y and hence
(ii) holds for spinor grassmannians. Proposition 4.2 is proved. �

Proof of Theorem 4.1. The statement is deduced in a straightforward manner from part (i)
of Proposition 4.2, by the obvious remark that the tautological embeddings GO(m, Vn) →֒
G(m, Vn) and GS(m, Vn) →֒ G(m, Vn) are equivariant for the tautological inclusions of groups

SO(Vn) →֒ SL(Vn) and Sp(Vn) →֒ SL(Vn) ,

respectively, and any standard extension GO(m, Vn) →֒ GO(m, Vn+1) is equivariant for a ho-
momorphism Spinn → Spinn+1. �

Next we consider linear embeddings which factor through a projective space or a standard
quadric.

Proposition 4.3. Let X
ϕ
→֒ Y be a linear embedding of grassmannians, where Y is not a spinor

grassmannian and X is not isomorphic to GO(m− 2, V2m) for m ≥ 5 or to GO(m− 1, V2m+1)
for m ≥ 3. Assume furthermore that ϕ factors through a projective space or a quadric. Then
ϕ is equivariant if and only if it is not one of the following embeddings:

(a) ϕ : X
κp
→֒ Q

σ
→֒ GO(l, Vs) = Y for a standard extension σ and some p ∈ I2(X) which is

not invariant under any subgroup G ⊂ GX acting transitively on X.

(b) ϕ : X
πX
→֒ P(VX)

λ
→֒ GS(1, Vs−2l)

σ
→֒ GS(l, Vs) = Y , where 2 ≤ l < s/2, σ is a standard

extension, and λ is a linear embedding such that the restriction of the symplectic form
of Vs−2l to VX is not G-invariant for any subgroup G ⊂ GX acting transitively on X.

Proof. Recall that any minimal projective embedding of a grassmannian X is GX-equivariant.
Also, every linear embedding ψ : P(V ) →֒ Y of a projective space into a grassmannian Y is
equivariant, and it is SL(V )-equivariant if its image is not a standard symplectic projective
space on a symplectic grassmannian. Hence, if ϕ factors through a projective space which is
not a standard symplectic projective space then ϕ is GX -equivariant. If ϕ factors through a
standard symplectic projective space GS(1, Vs−2l) on Y then the condition for equivariance of
ϕ is the invariance of respective symplectic form on Vs−2l, as stated in (b).

Assume that ϕ factors through a quadric Q ⊂ Y but not through a projective space. Then,
by Corollary 2.9 Y is an orthogonal grassmannian and Q ∼= GO(1, Vr) is a standard quadric
on Y . By Lemma 2.1 the embedding of X in Q is of the form σ ◦ κp for some p ∈ I2(X). The
condition for equivariance of ϕ is the invariance of p, as stated in (a). �

Let us comment on the occurrence of non-equivariant embeddings. First, recall that in most
cases the group GX does not admit any proper subgroups acting transitively on X , and the
conditions given in (a) and (b) concern only the group GX . The exceptions are only the spinor
grassmannians, and the odd-dimensional projective spaces. In these cases there are indeed
linear embeddings which are equivariant under a specific subgroup G ⊂ GX , but not under
GX . For instance, the minimal projective embedding of X = GO(4k+3, V8k+6) factors through
non-degenerate quadrics. None of these quadrics is invariant under GX = Spin(V8k+6), but
every subgroup G ⊂ GX isomorphic to Spin8k+5 admits such an invariant quadric.
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Note that, if ϕ : X →֒ Y is a non-equivariant embedding of type (a) or (b) from Proposition
4.3, then the composition of ϕ with any embedding ψ : Y →֒ Z remains non-equivariant if and
only if ψ is a standard extension. All other compositions of ϕ are equivariant.

On the other hand, if ϕ : X →֒ Y and ψ : Y →֒ Z are equivariant embeddings then the
composition ψ ◦ ϕ is equivariant, unless Y is a projective space, Z ∼= GS(l, Vs) is a symplectic
grassmannian, ψ(Y ) is a standard symplectic projective space on Y , and ϕ◦ψ is an embedding
of type (b) from Proposition 4.3.

In the next proposition we address the equivariance properties of the special embeddings of
grassmannians excluded by the hypothesis of Theorem 4.1.

Proposition 4.4. The embeddings δn : GO(n − 2, V2n) →֒ G(2, V2n−1) and δ1n : GO(n −
2, V2n−1) →֒ G(2, V2n−1) defined in (8) and (11) are respectively Spin(V2n)- and Spin(V2n−1)-
equivariant. Furthermore, the following hold:

(i) n is odd if and only if δn does not admit factorizations as a composition of two proper
equivariant embeddings of grassmannians;

(ii) n ≡ 2 (mod4) if and only if δn factors Spin(V2n)-equivariantly as

δn : GO(n− 2, V2n)
δSn
→֒ GS(2, V2n−1)

τ
→֒ G(2, V2n−1) ;

(iii) n ≡ 0 (mod4) if and only if δn factors Spin(V2n+1)-equivariantly as

δn : GO(n− 2, V2n)
δOn
→֒ GO(2, V2n−1)

τ
→֒ G(2, V2n−1) ;

(iv) n ≡ 1, 2 (mod4) if and only if δ1n factors Spin(V2n−1)-equivariantly as

δ1n : GO(n− 2, V2n−1)
δ1,Sn

→֒ GS(2, V2n−1)
τ
→֒ G(2, V2n−1) ;

(v) n ≡ 0, 3 (mod4) if and only if δ1n factors Spin(V2n−1)-equivariantly as

δ1n : GO(n− 2, V2n−1)
δ1,On

→֒ GO(2, V2n−1)
τ
→֒ G(2, V2n−1) .

Proof. The existence of an equivariant factorization of δn through GO(2, V2n−1) or GS(2, V2n−1)
is equivalent to the existence of an invariant symmetric or, respectively, symplectic non-
degenerate bilinear form on the spin-representation of Spin2n. The conditions for existence
of such invariant bilinear forms and the respective self-duality of spin-representations are well-
known, see e.g. [2], [3]. �

Corollary 4.5. Let X be a grassmannian.

(i) Every linear embedding ϕ : X →֒ G(l, Vs) is GX-equivariant.
(ii) Every linear embedding ϕ : X →֒ GO(l, Vs) with l < ⌊s−1

2
⌋ is GX-equivariant, unless

it factors through a non-equivariant embedding into a standard quadric, or through a
non-equivariant embedding of the form δOn for X = GO(n − 2, V2n), or through a non-
equivariant embedding of the form δ1,On for X = GO(n− 2, V2n−1).

(iii) Every linear embedding ϕ : X →֒ GS(l, Vs) is GX-equivariant, unless it factors through
a non-equivariant embedding into a standard symplectic projective space, or through a
non-equivariant embedding of the form δSn for X = GO(n − 2, V2n), or through a non-
equivariant embedding of the form δ1,Sn for X = GO(n− 2, V2n−1).

Proof. For X not isomorphic to GO(n − 2, V2n) or GO(n − 1, V2n+1), the statement follows
immediately from Theorem 4.1 and Proposition 4.3. In the two remaining cases the result
follows from Theorems 3.3 and 3.4, together with Proposition 4.4. �
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5. Linear embeddings of linear ind-grassmannians

Linear ind-grassmannians are defined and classified in [8]. In this final section we show that

the classification of linear embeddings of grassmannians X
ϕ
→֒ Y , where Y is not a spinor

grassmannian, carries over to linear ind-grassmannians.

5.1. Linear ind-grassmannians. We begin by recalling some basic notions and the classifi-
cation of ind-grassmannians.

Definition 5.1. A linear ind-grassmannian is an ind-variety X which can be obtained as a
direct limit X = lim

→
Xk of a sequence of linear embeddings ψk : Xk → Xk+1 of grassmannians. A

sequence (Xk, ψk) with the additional property that all ψk are standard extensions is a standard

exhaustion of X.

The Picard group of a linear ind-grassmannian is isomorphic to Z, generated by the class
of the line bundle OX(1) := lim

←
OXk

(1). Note also that every exhaustion of a linear ind-

grassmanian by grassmannians is a chain of linear embeddings up to finitely many terms.
Indeed, if there were infinitely many non-linear embeddings in an exhaustion, the Picard group
of the ind-grassmannian would be trivial and hence not isomorphic to Z.

Let us recall the definitions of the following linear ind-grassmannians from [8]. Fix a chain
of proper inclusions of vector spaces νk : Vnk

⊂ Vnk+1
, k ∈ Z≥1, and denote by {mk} a non-

decreasing sequence of positive integers such that {nk −mk} is also a non-decreasing sequence
of positive integers.

(A) G(m) := lim
→
G(m, Vnk

) is defined as the direct limit of the chain

· · · →֒ G(m, Vnk
)
σk
→֒ G(m, Vnk+1

) →֒ . . .

of strict standard extensions associated the inclusions νk, where we assume m := mk <
n1 for all k.

(B) G(∞) := lim
→
G(mk, Vnk

), the Sato grassmannian [9], is defined as the direct limit of

an arbitrary chain of standard extensions

· · · →֒ G(mk, Vnk
)
σk
→֒ G(mk+1, Vnk+1

) →֒ . . .

associated to the inclusions νk, under the assumption that lim
k→∞

mk = ∞ = lim
k→∞

(nk−mk).

(C) GO(m,∞) := lim
→
GO(m, Vnk

) is defined as the direct limit of the chain

· · · →֒ GO(m, Vnk
)
σk
→֒ GO(m, Vnk+1

) →֒ . . .

of standard extensions associated to the inclusions νk, which here are assumed to be
non-degenerate inclusions of orthogonal vector spaces, and where m := mk < ⌊n1

2
⌋ for

all k.
(D) GO(∞,∞) := lim

→
GO(mk, Vnk

) is defined as the direct limit of an arbitrary chain of

standard extensions

· · · →֒ GO(mk, Vnk
)
σk
→֒ GO(mk+1, Vnk+1

) →֒ . . .

compatible with the inclusions νk, which are assumed to be non-degenerate inclusions of
orthogonal vector spaces, and where ⌊nk

2
⌋−mk is a non-decreasing sequence of positive

integers, lim
k→∞

mk = ∞ and lim
k→∞

(⌊nk

2
⌋ −mk) = ∞.

(E) GO0(∞, m) := lim
→
GO(mk, Vnk

), for m ≥ 2, is defined as the direct limit of an arbitrary

chain of standard extensions

· · · →֒ GO(mk, Vnk
)
σk
→֒ GO(mk+1, Vnk+1

) →֒ . . .
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compatible with the inclusions νk, which are assumed to be non-degenerate inclusions
of orthogonal vector spaces, and where nk is even for all k, nk

2
−mk is a non-decreasing

sequence of positive integers, lim
k→∞

mk = ∞ and lim
k→∞

(nk

2
−mk) = m.

(F) GO1(∞, m) := lim
→
GO(mk, Vnk

) for m ≥ 0 is defined as the direct limit of an arbitrary

chain of standard extensions

· · · →֒ GO(mk, Vnk
)
σk
→֒ GO(mk+1, Vnk+1

) →֒ . . .

compatible with the inclusions νk, which are assumed to be non-degenerate inclusions
of orthogonal vector spaces, and where nk is odd for all k, ⌊nk

2
⌋−mk is a non-decreasing

sequence of positive integers, lim
k→∞

mk = ∞ and lim
k→∞

(⌊nk

2
⌋ −mk) = m.

(G) GS(m,∞) := lim
→
GS(m, Vnk

) is defined as the direct limit of the chain

· · · →֒ GS(m, Vnk
)
σk
→֒ GS(m, Vnk+1

) →֒ . . .

of standard extensions associated to the inclusions νk, which are now assumed to be
non-degenerate inclusions of symplectic vector spaces, and where m := mk < ⌊n1

2
⌋ for

all k.
(H) GS(∞,∞) := lim

→
GS(mk, Vnk

) is defined as an analogue of case (D) for symplectic

grassmannians.
(I) GS(∞, m) := lim

→
GS(mk, Vnk

) for m ≥ 0 is defined as the direct limit of an arbitrary

chain of standard extensions

· · · →֒ GS(mk, Vnk
)
σk
→֒ GS(mk+1, Vnk+1

) →֒ . . .

compatible with the inclusions νk, which are assumed to be non-degenerate inclusions
of symplectic vector spaces, and where under the assumption that nk is even for all k,
nk

2
−mk is a non-decreasing sequence of positive integers, lim

k→∞
mk = ∞ and lim

k→∞
(nk

2
−

mk) = m.

Proposition 5.1. ([8, Lemma 4.3]) Each of the ind-grassmannians defined above depends up
to isomorphism only on the respective limits lim

k→∞
mk, lim

k→∞
(nk −mk) and lim

k→∞
(⌊nk

2
⌋ −mk).

Note that all ind-grassmannians defined above are defined only up to isomorphism. Further-
more, the ind-grassmanniansG(m) admit an alternative construction asG(m) ∼= lim

→
G(mk, Vnk

)

where nk −mk = m for all k.
The ind-grassmannianG(1) is the projective ind-space P∞, and is isomorphic toGS(1,∞).

The ind-grassmannian GO(1,∞) is the ind-quadric Q∞.

Theorem 5.2. ([8, Theorem 2]) Every linear ind-grassmannian is isomorphic as an ind-variety
to one of the ind-grassmannians G(m) for m ≥ 1, G(∞), GO(m,∞) for m ≥ 1, GO0(∞, m)
for m ≥ 2, GO1(∞, m) for m ≥ 0, GO(∞,∞), GS(m,∞) for m ≥ 2, GS(∞, m) for m ≥ 0,
GS(∞,∞), and the latter are pairwise non-isomorphic.

We should point out that, despite Theorem 5.2, some linear ind-grassmannians admit ex-
haustions which are not standard. For instance, the Sato grassmannian G(∞) can be obtained
as a direct limit of a chain

· · · →֒ GS(m2l, Vn2l
)
ϕ2l

→֒ GO(m2l+1, Vn2l+1
)
ϕ2l+1

→֒ GS(m2l+2, Vn2l+2
) →֒ . . .(15)

where each ϕk is a mixed combination of standard and isotropic extensions. Indeed, a chain
of embeddings of the form (15) is easy to define under the assumption that lim

s→∞
ms = ∞ =

lim
s→∞

(ns

2
−ms). Then the direct limit of such a chain will be isomorphic to the direct limit of the
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subchain consisting of ordinary grassmannians only, and the latter direct limit is necessarily
isomorphic to G(∞) since the embeddings of this chain do not factor through projective spaces.

We now give an alternative definition of the linear ind-grassmannians. One can think of
the definitions (A)-(I) as local, while the definition below is global and yields a well-defined
ind-variety rather than an isomorphism class of ind-varieties.

Let V be a fixed vector space of infinite countable dimension. Let W ⊂ V be a subspace
and E ⊂ V be a basis of V such that E ∩W is a basis of W . Let G(W,E, V ) denote the set
of subspaces U ⊂ V which are E-commensurable with W , i.e., satisfy:

• there exists a finite-dimensional subspace TU ⊂ V such that U ⊂W + TU , W ⊂ U + TU
and dim(U ∩ TU) = dim(W ∩ TU);

• codimUspan(E ∩ U) <∞.

Let now V be endowed with a symmetric or skew-symmetric non-degenerate bilinear form
ω. A basis E of V is isotropic if it admits an involution iE : E → E with at most one fixed
point, and such that ω(e, e′) = 0 for e, e′ ∈ E unless e′ = iE(e). For a fixed isotropic subspace
W ⊂ V and an isotropic basis E ⊂ V containing a basis of W , we denote by GO(W,E, V ),
or respectively GS(W,E, V ), the set of isotropic subspaces of V which are E-commensurable
with W .

Theorem 5.3. ([1]) The sets G(W,E, V ), GO(W,E, V ), GS(W,E, V ) admit structures of
projective ind-varieties isomorphic to linear ind-grassmannians as follows:

G(W,E, V ) ∼= G(min{dimW, codimVW}) ,

GO(W,E, V ) ∼=











GO(dimW,∞) for codimUW = ∞ ,

GOε(∞, codimUW ) for 0 < codimUW <∞ ,

GO1(∞, codimUW ) for codimUW = 0 ,

GS(W,E, V ) ∼= GS(dimW, codimUW ) ,

where U ⊂ V is a maximal isotropic subspace containing W and spanned by E ∩ U , and
ε ∈ {0, 1} is the number of fixed points of the involution ιE.

Let X be a linear ind-grassmannian with a fixed standard exhaustion X = lim
→
Xk. Then

a triple (W,E, V ) yielding an ind-grassmannian G(W,E, V ) isomorphic to X is obtained by
setting V := lim

→
Vnk

and W := lim
→
Uk, where U1 ∈ X1 is fixed arbitrarily, Uk+1 := ψk(Uk) ∈

Xk+1 for k ≥ 1, and E ⊂ V is a basis such that E∩Vnk
is a basis of Vnk

and E∩Uk is a basis of
Uk. Moreover, as a set and ind-variety, G(W,E, V ) depends not on the entire basis E but only
on the intersection W ∩E up to changing finitely many basis vectors in W ∩E. In particular,
if dimW = m < ∞ then G(W,E, V ) does not depend on E and depends only on m and not
on W . In this case we may write G(m, V ), and P(V ) for m = 1.

Let us remark that the spinor ind-grassmannian GO1(∞, 0) admits two alternative real-
izations asGO(W,E,W⊕W∗⊕V1) ∼= lim

→
GO(k, V2k+1) andGO(W,E,W⊕W∗) ∼= lim

→
GO(k, V2k),

where W∗ = ιE(E ∩W ) and V1 = W⊥ ∩ (W∗)
⊥. In some constructions it will be convenient to

use the notation GO0(∞, 0) for the latter realization, noting that GO1(∞, 0) ∼= GO0(∞, 0).

5.2. Linear embeddings.

Definition 5.2. Let X and Y be linear ind-grassmannians. A morphism of ind-varieties X
ϕ
→

Y is a linear embedding if there exist standard exhaustions X = lim
→
Xk and Y = lim

→
Yk such

that ϕ is equal to the direct limit lim
→
ϕk of a sequence of linear embeddings Xk

ϕk

→֒ Yk.

If X
ϕ
→֒ Y is a linear embedding as above then OX(1) ∼= ϕ∗OY(1) holds.
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Note that it is possible to obtain an isomorphism of linear ind-grassmannians as a direct
limit of proper linear embeddings ϕk of grassmannians. Indeed, consider some linear ind-
grassmannian X = lim

→
Xk with defining chain of embeddings ψk : Xk →֒ Xk+1. By setting

Yk := Xk+1 and ϕk := ψk, we obtain a sequence of linear embeddingsXk

ϕk

→֒ Yk which induces the
identity map on X = lim

→
Xk = lim

→
Yk. On the other hand, there are proper linear embeddings

between isomorphic linear ind-grassmannians. In particular, any proper inclusion of countable-
dimensional vector spaces V ′ ⊂ V indices a linear embedding P(V ′) →֒ P(V ).

Next we define several types of embeddings of linear ind-grassmannians, generalizing the
constructions from the finite-dimensional case. We use the realizations provided by Theorem
5.3.

Note first that every linear ind-grassmannian X admits a linear embedding into a projective
ind-space. Indeed, there are natural inclusions VXk

⊂ VXk+1
for a given standard exhaustion

X = lim
→
Xk, and we can set VX := lim

→
VXk

. Then a linear projective embedding

πX : X →֒ P(VX)

is obtained as the direct limit πX := lim
→
πXk

of the minimal projective embeddings πXk
: Xk →֒

P(VXk
).

An embedding G(m)
ϕ
→֒ G(l), where m, l ∈ N ∪ {∞}, is a standard extension if ϕ can be

expressed as

ϕ : G(m) ∼= G(W,E, V ) →֒ G(W̃ , Ẽ, Ṽ ) ∼= G(l)
U 7→ U ⊕W ′(16)

for some isomorphisms G(m) ∼= G(W,E, V ) and G(l) ∼= G(W̃ , Ẽ, Ṽ ), together with an in-

clusion of infinite-dimensional vector spaces V ⊂ Ṽ such that E = Ẽ ∩ V , a decomposition
Ṽ = V ⊕ V ′, and a subspace W ′ ⊂ V ′ with basis Ẽ ∩W ′ such that W̃ = W ⊕W ′. Note that
m ≤ l necessarily holds in the above situation.

A standard extension GS(m, c)
ϕ
→֒ GS(l, d) is defined by the same formula U 7→ U ⊕W ′

as above, under the additional requirements that the inclusion V ⊂ Ṽ is non-degenerate,
the subspaces W and W̃ are isotropic, the bases E, Ẽ are isotropic. The same applies for

standard extensions GO(m,∞)
ϕ
→֒ GO(l,∞), as well as for GOε(∞, m)

ϕ
→֒ GOε′(∞, l) with

ε, ε′ ∈ {0, 1}. In the latter case we require l = 0 whenever m = 0.
It is straightforward to verify that every standard extension of linear ind-grassmannians is a

linear embedding. Furthermore, a standard extension between non-spinor ind-grassmannians
is a proper embedding if and only if the inclusion V ⊂ Ṽ is proper.

A tautological embedding of GS(m,∞) (and analogously of GO(m,∞)) into G(m) is
defined for any isomorphism GS(m,∞) ∼= GS(W,E, V ) (where dimW = m) as

τGS(W,E,V ) : GS(m,∞) ∼= GS(W,E, V ) →֒ G(W,E, V ) ∼= G(m) .
U 7→ U

This embedding is linear for all m > 0.
A tautological embedding of GOε(∞, m) into G(∞) is defined for any isomorphism

GOε(∞, m) ∼= GO(W,E, V ) (where dimW = ∞ and W has codimension m in a maximal
isotropic subspace of V ) as

τGO(W,E,V ) : GOε(∞, m) ∼= GO(W,E, V ) →֒ G(W,E, V ) ∼= G(∞) .
U 7→ U

This embedding is linear for m > 0.
A tautological embedding of GS(∞, m) into G(∞) is defined analogously, and is linear

for all m ≥ 0.
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An isotropic extension of G(m) to GS(m,∞), and to GS(∞, n) for n ≥ m, is defined for

a given isotropic subspace V ⊂ Ṽ and an isotropic basis F ⊂ Ṽ such that E := V ∩F is a basis
of V , as an embedding

ι : G(m) ∼= G(W,E, V ) →֒ GS(W,F, Ṽ ) ∼= GS(m,∞)
U 7→ U

where W ⊂ V is a subspace of dimension m and infinite codimension, and respectively as

ι : G(m) ∼= G(V∞, E, V ) →֒ GS(V∞, F, Ṽ ) ∼= GS(∞, n)
U 7→ U

where V∞ ⊂ V is a subspace of codimension m in V and codimension n in a maximal isotropic
subspace of Ṽ .

Isotropic extensions of G(m) to GO(m,∞), or to GOε(∞, n) with n ≥ m, are defined
analogously. All isotropic extensions are linear. Note that the ind-grassmannians GS(∞, 0)
and GOε(∞, 0) are not targets of isotropic extensions.

Composing tautological embeddings, standard extensions and isotropic extensions, we define
(mixed) combinations of standard and isotropic extensions by analogy with the finite
dimensional case.

A projective ind-space on (or a projective space on) an ind-grassmannianX is the image
of a linear embedding P∞ →֒ X (respectively, Pk →֒ X for some k). An ind-quadric on X is
the image of a linear embedding Q∞ →֒ X. ForX ∼= GO(m,∞) withm ∈ N∪{∞}, a standard
ind-quadric on X is the image of a standard extension Q∞ →֒ X. For X ∼= GS(m,∞) with
m ∈ N∪{∞}, a standard symplectic projective ind-space on X is the image of a standard
extension P∞ ∼= GS(1,∞) →֒ X.

Proposition 5.4. Let X and Y be linear ind-grassmannians.

(i) There exists a linear embedding X
ϕ
→֒ Y which factors through a projective ind-space, if

and only if Y is not isomorphic to GS(∞, 0).
(ii) Suppose X is not a projective ind-space or an ind-quadric, and fix a standard exhaustion

X = lim
→
Xk such that none of the grassmannians Xk is a projective space or a quadric.

Let X
ϕ
→֒ Y be a linear embedding obtained as the direct limit of a sequence Xk

ϕk

→֒ Yk
for a suitable standard exhaustion Y = lim

→
Yk. Then ϕ factors through a projective ind-

space or through a standard ind-quadric if and only if the embedding ϕ1 factors through
a projective space or a standard ind-quadric.

Proof. Part (i) follows from the fact that every linear ind-grassmannian admits a linear em-
bedding into a projective ind-space, together with the observation that there is an infinite-
dimensional projective ind-space on every linear ind-grassmannian except GS(∞, 0). The
maximal projective spaces on GS(∞, 0) are projective lines.

For part (ii), suppose first thatX is not isomorphic toGS(∞, 0). We may also assume thatY
is not a projective ind-space, an ind-quadric, or GS(0,∞). Let us recall that on a grassmannian
Z which is not a projective space, a quadric, or GS(l, V2l), there are two irreducible families
F1(Z),F2(Z) of maximal projective spaces, unless Z is a non-spinor orthogonal grassmannians
which has one family F1(Z) of maximal standard quadrics and one family F2(Z) of maximal
projective spaces not contained in a quadric. If ψ : Z1 → Z2 is a linear embedding of such
grassmannians Z1, Z2, and ψ does not factor through a projective space or through a standard
quadric, then ψ separates the families F1 and F2, i.e., after possible relabelling of the families
F1(Z2),F2(Z2) we can assume that ψ maps spaces from Fj(Z1) to spaces from Fj(Z2) for
j = 1, 2. Note in addition that a projective space of dimension l ≥ 3 on Z is contained in a
unique maximal projective space or in a unique maximal standard quadric on Z.
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If ϕ1 factors through a projective space P ⊂ Y1 then 3 ≤ dimX1 ≤ dimP holds, and hence P
determines a unique maximal projective space or a unique maximal standard quadric Mk ⊂ Yk
for each k ≥ 1. Furthermore, either each Mk is a projective space, or each Mk is a quadric.
We clearly have Mk ⊂ Mk+1, and thus P determines a unique maximal projective space or
maximal standard quadricM ⊂ Y. We claim that ϕk(Xk) ⊂Mk. Indeed, for every k ≥ 1 there
exists F k

j ∈ Fj(Xk) for j = 1, 2 such that F k
j ∩X1 ∈ Fj(X1). Then necessarily ϕk(F

k
j ) ⊂ Mk.

This implies that ϕk sends both families F1(Xk),F2(Xk) to one family, say F1(Yk), on Yk.
Consequently, we have ϕ(X) ⊂M .

Suppose now that ϕ1 does not factor through a projective space or through a standard
quadric. Then any two spaces Fj ∈ Fj(X1), j = 1, 2, determine unique sequences F̃ k

j ∈ Fj(Yk)

for k ≥ 1 such that F̃ k
j ∩ ϕ(X) ≥ 2 for all k and for j = 1, 2. Thus the image ϕ(X) is not

contained in a projective ind-space or an ind-quadric on Y.
It remains to consider the case X = GS(∞, 0). Due to Theorems 2.4 and 2.5, every linear

embedding of GS(m, V2m) which does not factor through a projective space is a standard exten-
sion GS(m, V2m) →֒ GS(l, V2l) or factors through the tautological embedding GS(m, V2m) →֒
G(m, V2m). The case of a standard extension is excluded since Y 6∼= GS(∞, 0). The remaining
options allow us to reduce the proof to the case of ordinary ind-grassmannians. �

For the following proposition, we recall that every linear embedding of a grassmannian X into
a quadric factors through one of the embeddings κp for p ∈ I2(X) described in Lemma 2.1. Also,
every linear embedding ψ : X →֒ Y of grassmannians induces a linear embedding of projective
spaces ψ̂ : P(VX) →֒ P(VY ) as in (1), and hence a pullback ψ̂∗ : C[VY ] → C[VX ] on polynomial

functions. Furthermore, we have ψ̂∗(I2(Y )) ⊂ I2(X). For a linear ind-grassmannian X with a

standard exhaustion Xk

ψk

→֒ Xk+1, we obtain the inverse limit I2(X) = lim
←
I2(Xk) consisting of

sequences pk ∈ I2(Xk) satisfying pk = ψ̂∗kpk+1.

Proposition 5.5. Let X
ϕ
→֒ Q∞ be a linear embedding. If ϕ does not factor through a projective

ind-space, then ϕ factors as

X
κp
→֒ Q∞

σ
→֒ Q∞

where σ is a standard extension, p ∈ I2(X) is a nonzero element, and κp := lim
→
κpk .

Proof. Let ψ̃k : Qsk →֒ Qsk+1 be standard extensions defining Y := Q∞, such that the embed-

ding ϕ is the direct limit of a sequence of linear embeddings Xk

ϕk

→֒ Qsk , none of which factors
through a projective space. By Lemma 2.1, each ϕk factors as ϕk = σk ◦ κpk for a standard

extension σk : Qnk →֒ Qsk and a nonzero pk ∈ I2(Xk). The relation pk = ψ̂∗kpk+1 follows from

the observation that ϕk+1 ◦ ψk = ψ̃k ◦ ϕk, since pk is equal to the restriction to VXk
of a non-

degenerate quadric form defining Qsk . Thus we can form the element p := lim
←
pk ∈ I2(X). The

quadrics Qnk satisfy

ψ̃k(ϕk(Xk)) ⊂ ψ̃k(σk(Q
nk)) ⊂ σk+1(Q

nk+1) ,

and we obtain a chain of standard extensions ηk : Qnk →֒ Qnk+1 fitting into a commutative
diagram

ϕk+1 : Xk+1

κpk+1

→֒ Qnk+1

σk+1

→֒ Qsk+1

ψk →֒ ηk →֒ ψ̃k →֒

ϕk : Xk

κpk
→֒ Qnk

σk
→֒ Qsk

.

We can now conclude that the embedding ϕ factors through the ind-quadric Z = lim
→
Qnk ∼= Q∞

defined by the embeddings ηk, as

ϕ : X
κp
→֒ Z

σ
→֒ Y
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where κp = lim
→
κpk and σ = lim

→
σk. �

The next proposition requires some preparation. Let V be an orthogonal space, W ⊂ V
be a maximal isotropic subspace, and E ⊂ V be an isotropic basis containing a basis of
W . We assume that the involution ιE has no fixed points, so that V = W ⊕ W∗ where
W∗ = span(ιE(E∩W )). Then S := GO(W,E, V ) is isomorphic to the spinor ind-grassmannian

GO0(∞, 0). Let S
πS
→֒ P(VS) be the minimal projective embedding of S.

Let W (−2) ⊂W be a fixed subspace of codimension 2, spanned by E ∩W (−2). Then P1
S,U :=

{U ′ ∈ S : U ⊂ U ′} for U ∈ GO0(W (−2), E, V ) is a projective line on S, and every projective
line on S has this form for some (unique) U . Thus the set of projective lines on S admits a
structure of a linear ind-grassmannian isomorphic to GO0(∞, 2).

Proposition 5.6. The map

δ0 : GO0(∞, 2) ∼= GO(W (−2), E, V ) →֒ G(2, VS) ∼= G(2) .
U 7→ πS(P

1
S,U)

is a proper linear embedding of linear ind-grassmannians. The embedding δ0 admits two fac-
torizations:

GO0(∞, 2)
δ0
S

→֒ GS(2,∞)
τS
→֒ G(2) , GO0(∞, 2)

δ0
O

→֒ GO(2,∞)
τO
→֒ G(2) ,

where τS, τO are the respective tautological embeddings.

Proof. The linearity of the map δ0 follows from a local expression as a direct limit δ0 = lim
→
δn,

where δn : GO(n− 2, V2n) →֒ G(2, V2n−1) are the embeddings defined in (8).
The embeddings δ0S and δ0O are obtained as direct limits δ0S = lim

→
δS4k+2 and δ0O = lim

→
δO4k of

the embeddings given in Proposition 4.4. �

The compositions of a standard extension GO1(∞, 1)
σ
→֒ GO0(∞, 2) with the embeddings

δ0, δ0S, δ
0
O yield linear embeddings

δ1 = δ0 ◦ σ : GO1(∞, 1) →֒ G(2) ,
δ1S = δ0S ◦ σ : GO1(∞, 1) →֒ GS(2,∞) ,
δ1O = δ0O ◦ σ : GO1(∞, 1) →֒ GO(2,∞) .

(17)

Next we describe the inductive limit of the embeddings θkm defined in subsection 3.1. Let V
be an orthogonal vector space of infinite countable dimension, W ⊂ V be a maximal isotropic
subspace, W (−k) ⊂ W be a subspace of codimension k, E be a basis of W containing a basis of
W (−k), Ẽ be an isotropic basis of V containing E, and E∗ := iẼ(E) ⊂ Ẽ.

Proposition 5.7. For k ∈ Z>0 ∪ {∞} the map

θk : G(k) ∼= G(W (−k), E,W ) →֒ GO(W, Ẽ, V ) ∼= GO1(∞, 0)
U 7→ U ⊕ (U⊥ ∩ span(E∗))

is a linear embedding of linear ind-grassmannians.

Proof. For any finite k, the embedding θk is obtained as the direct limit θk := lim
→
θkm of the

embeddings θkm defined in subsection 3.1. For k = ∞, the embedding θ∞ : G(∞) →֒ GO1(∞, 0)
is defined as the direct limit θ∞ := lim

→
θ2l4l . �
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5.3. Classification of linear embeddings.

Theorem 5.8. (Linear embeddings between linear ind-grassmannians of the same type)
Let ϕ : X → Y be a linear embedding between linear ind-grassmannains, which does not

factor through a projective ind-space.

(i) If ϕ has the form ϕ : G(m) →֒ G(l) for l, m ∈ N∪{∞}, then ϕ is a standard extension.
(ii.1) If ϕ has the form ϕ : GO(m,∞) →֒ GO(l,∞) for m, l ∈ N ∪ {∞}, then there are the

following options:
– ϕ is a standard extension and m ≤ l holds;
– ϕ is a combination of standard and isotropic extensions;
– ϕ factors through a standard ind-quadric.

(ii.2) If ϕ has the form ϕ : GOε(∞, c) →֒ GOε′(∞, d) for c, d ∈ N, d 6= 0, ε, ε′ ∈ {0, 1}, then
c 6= 0 holds and there are the following options:

– ϕ is a standard extension and d ≥ c holds;
– ϕ is a combination of standard and isotropic extensions;
– c = 1 and ϕ factors as ι ◦ σ ◦ δ1, or as σO ◦ δ1O;
– c = 2 and ϕ factors as ι ◦ σ ◦ δ0, or as σO ◦ δ0O.

(ii.3) If ϕ has the form ϕ : GOε(∞, c) →֒ GO(l,∞) for c ∈ N, l ∈ N ∪ {∞}, then there are
the following options:

– ϕ factors through a standard ind-quadric;
– c 6= 0 and ϕ is a combination of standard and isotropic extensions;
– c = 1 and ϕ factors as ι ◦ σ ◦ δ1, or as σO ◦ δ1O;
– c = 2 and ϕ factors as ι ◦ σ ◦ δ0, or as σO ◦ δ0O.

(ii.4) If ϕ has the form ϕ : GO(m,∞) →֒ GOε(∞, d) for m ∈ Z≥1 ∪ {∞}, d ∈ Z≥1 and
ε ∈ {0, 1}, then ϕ is a combination of standard and isotropic extensions.

(iii) If ϕ has the form ϕ : GS(m, c) →֒ GS(l, d) for m, l, c, d ∈ N ∪ {∞}, {∞} ∈ {m, c} ∩
{l, d}, then there are the following options:

– ϕ is a standard extension;
– ϕ is a combination of standard and isotropic extensions.

Theorem 5.9. (Linear embeddings between linear ind-grassmannians of different types)
Let ϕ : X → Y be a linear embedding between linear ind-grassmannains, which does not

factor through a projective ind-space.

(i.1) If ϕ has the form ϕ : G(m) →֒ GO(l,∞), then ϕ is a composition

G(m)
σ
→֒ G(l)

ι
→֒ GO(l,∞)

where σ is a standard extension and ι is isotropic, or ϕ factors through a standard
ind-quadric.

(i.2) If ϕ has the form ϕ : G(m) →֒ GOε(∞, l) with l > 0, then ϕ is a composition

G(m)
σ
→֒ G(l)

ι
→֒ GOε(∞, l)

where σ is a standard extension and ι is isotropic.
(ii) If ϕ has the form ϕ : G(m) →֒ GS(l), then ϕ is a composition

G(m)
σ
→֒ G(l)

ι
→֒ GS(l,∞)

where σ is a standard extension and ι is isotropic.
(iii.1) If ϕ has the form ϕ : GO(m,∞) →֒ G(l), then ϕ is a composition

GO(m,∞)
τ
→֒ G(m)

σ
→֒ G(l)

where τ is a tautological embedding and σ is a standard extension.
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(iii.2) If ϕ has the form ϕ : GOε(∞, m) →֒ G(l), then ϕ is a composition

GOε(∞, m)
τ
→֒ G(∞)

σ
→֒ G(∞)

where τ is a tautological embedding and σ is a standard extension, or m = 2 − ε holds
and the embedding ϕ is a composition

GOε(∞, 2− ε)
δε

→֒ G(2)
σ
→֒ G(l)

where δε is given in Proposition 5.6 and σ is a standard extension.
(iv) If ϕ has the form ϕ : GS(m, c) →֒ G(l), then ϕ factors as a composition

GS(m,∞)
τ
→֒ G(m)

σ
→֒ G(l) ,

where τ is a tautological embedding and σ is a standard extension.
(v.1) If ϕ has the form ϕ : GO(m,∞) →֒ GS(l, d), then ϕ is a mixed combination of standard

and isotropic extensions.
(v.2) If ϕ has the form ϕ : GOε(∞, m) →֒ GS(l, d), then l = d = ∞ and ϕ is a mixed

combination of standard and isotropic extensions, or m = 2−ε holds and the embedding
ϕ is a composition

GOε(∞, 2− ε)
δε
S

→֒ GS(2,∞)
ψ
→֒ GS(l, d) ,

where δεS is given in Proposition 5.6 and ψ is either a standard extension or a combina-
tion of standard and isotropic extensions.

(vi) If ϕ has the form ϕ : GS(m, c) →֒ GO(l,∞), then ϕ is a mixed combination of standard
and isotropic extensions, or factors through a standard ind-quadric. If ϕ has the form
ϕ : GS(m, c) →֒ GOε(∞, d), then ϕ is a mixed combination of standard and isotropic
extensions.

Proof of Theorems 5.8 and 5.9. Let ϕ : X →֒ Y be obtained as the direct limit of a sequence
of linear embeddings ϕk : Xk →֒ Yk for appropriate standard exhaustions X = lim

→
Xk and

Y = lim
→
Yk. Thus we have a commutative diagram

. . .
ψk−1

→֒ Xk

ψk

→֒ Xk+1

ψk+1

→֒ . . .
ϕk

→֒

ϕk+1

→֒

. . .
ψ̃k−1

→֒ Yk
ψ̃k

→֒ Yk+1

ψ̃k+1

→֒ . . .

(18)

where ψk and ψ̃k are standard extensions.
We start by addressing part (i) of Theorem 5.8. Here X := G(m) = lim

→
G(mk, Vnk

) and

Y := G(l) = lim
→
G(lk, Ṽsk). Since ϕ does not factor through a projective ind-space, Theorem

2.4 implies that the embeddings ϕk exhausting ϕ are standard extensions. Furthermore, we
reduce to the case where all embeddings in the diagram (18) are strict standard extensions, by
omitting if necessary some embeddings ϕk and/or replacing each Vnk

by V ∗nk
and/or replacing

each Vnk
by V ∗nk

.
To show that ϕ is a standard extension as in (16) we need to construct a global expression for

ϕ from the local data of the above exhaustions. Recall first that every strict standard extension

of ordinary grassmannians G(m, Vn)
σ
→֒ G(l, Vs) corresponds to an inclusion of vector spaces

ν : Vn →֒ Vs. In fact, the inclusion ν is determined by σ. Indeed, the pullback σ∗S∗G(l,Vs)
splits

as a direct sum of S∗G(m,Vn)
and a trivial bundle, and the inclusion ν is dual to the surjection

V ∗s
∼= H0(G(l, Vs),S

∗
G(l,Vs))

∼
→ H0(G(m, Vn), σ

∗S∗G(l,Vs)) → H0(G(m, Vn),S
∗
G(m,Vn))

∼= V ∗n .
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By applying this to the strict standard extensions in the diagram (18), we obtain a commutative
diagram of inclusions νk, µk, µ̃k of vector spaces

. . .
µk−1

→֒ Vnk

µk
→֒ Vnk+1

µk+1

→֒ . . .
νk

→֒

νk+1

→֒

. . .
µ̃k−1

→֒ Ṽsk
µ̃k
→֒ Ṽsk+1

µ̃k+1

→֒ . . .

.(19)

Now the direct limit ν := lim
→
νk of the inclusions νk : Vnk

→֒ Ṽsk is an inclusion of countable-

dimensional vector spaces

ν : V := lim
→
Vnk

→֒ Ṽ := lim
→
Ṽsk .

To complete the global expression of ϕ we need to find suitable subspaces and bases of V
and Ṽ . For each k, the embedding ϕk is written as

ϕk(U) = νk(U)⊕W (k) , where W (k) :=
⋂

U∈G(mk ,Vnk
)

ϕk(U) .

Since each W (k) is naturally a subspace of Ṽ , we can define the intersection

W (k) :=
⋂

j≥k

W (j) .

Then W (k−1) ⊂ W (k) and the direct limit W ′ := lim
→
W (k) is identified with a subspace of Ṽ

satisfying

ν(V ) ∩W ′ = 0 , W ′ =
⋂

U∈X

ϕ(U) .

Next, we fix a sequence Umk
∈ G(mk, Vnk

) such that ψk(Umk
) = Umk+1

for all k, and define

subspaces W ⊂ V and W̃ ⊂ Ṽ by setting W := lim
→
Umk

and W̃ := ν(W )⊕W ′. It remains to

construct relevant bases of V and Ṽ . We start with a basis of EW of W such that EW ∩Umk
is

a basis of Umk
for every k. Then we extend EW to a basis E of V such that E ∩ Vnk

is a basis

of Vnk
. We fix a basis E ′ of W ′ such that E ′ ∩W (k) is a basis of W (k) for all k. Then ν(E)⊔E ′

is a basis of ν(V )⊕W ′, and ν(EW ) ⊔E ′ is a basis of W̃ . We extend ν(E) ⊔E ′ to a basis Ẽ of
Ṽ .

We have now constructed identifications X = G(W,E, V ) and Y = G(W̃ , Ẽ, Ṽ ) such that
the embedding ϕ is written as

ϕ : G(m) = G(W,E, V ) →֒ G(W̃ , Ẽ, Ṽ ) = G(l) .
U 7→ ν(U)⊕W ′(20)

Hence ϕ is a standard extension. This completes the proof of part (i) of Theorem 5.8.
To address the linear embeddings between orthogonal ind-grassmannians (parts (ii.1)-(ii.4) of

Theorem 5.8), we first need to classify linear embeddings between ordinary ind-grassmannians
and orthogonal ind-grassmannians (parts (i.1),(i.2),(iii.1),(iii.2) of Theorem 5.9).

For part (i.1) of Theorem 5.9, the embedding ϕ has the form

ϕ : G(m) ∼= X →֒ Y ∼= GO(l,∞) .

By Theorem 2.5 each of the embeddings ϕk factors as a composition of a standard extension
σk and an isotropic extension ιk:

ϕk : Xk = G(mk, Vnk
)
σk
→֒ G(lk, V̂rk)

ιk
→֒ GO(lk, Ṽsk) = Yk

for appropriate spaces V̂rk . We take the canonical choice for V̂rk given as the sum of the

subspaces ϕk(U) for U ∈ Xk, which is an isotropic subspace of Ṽsk .
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Similarly to a standard extension of ordinary grassmannians, the standard extensions ψ̃k :
GO(lk, Ṽsk) →֒ GO(lk+1, Ṽsk+1

) induce inclusions µ̃k : Ṽsk →֒ Ṽsk+1
. We have µ̃k(V̂rk) ⊂ V̂rk+1

due to the commutativity relation ϕk+1 ◦ ψk = ψ̃k ◦ ϕk. Therefore the restriction of ψ̂k to
G(lk, V̂rk) defines a strict standard extension ηk : G(lk, V̂rk) →֒ G(lk, V̂rk+1

). It follows that ϕ

factors through the ind-grassmannian Z := lim
→
G(lk, V̂rk)

∼= G(l) as

X
σ
→֒ Z

ι
→֒ Y

where σ := lim
→
σk, and ι is an isotropic extension. To complete the argument, we can apply

part (i) of Theorem 5.8 to deduce that σ is a standard extension as required.
The proofs of the remaining statements of Theorems 5.8 and 5.9 follow the same general

lines, and we just give the details in one least straightforward case: statement (iii.2) for X ∼=
GO0(∞, 2) and Y ∼= G(l) with l ∈ Z≥2 ∪ {∞}.

Here Xk
∼= GO(nk − 2, V2nk

) and Yk ∼= G(lk, Ṽrk). Since none of the embeddings ϕk factors
through a projective space, by Theorem 3.3 there are two options for each ϕk: it factors as a
composition

GO(nk − 2, V2nk
)
τk
→֒ G(nk − 2, V2nk

)
σ1
k

→֒ G(lk, Ṽrk)

where τk is the tautological embedding of Xk and σ1
k is a standard extension, or ϕk factors as

a composition

GO(nk − 2, V2nk
)
δnk

→֒ G(2, VS2nk
)
σ2
k

→֒ G(lk, Ṽrk)

where S2nk
:= GO(nk, V2nk

), δnk
is the linear embedding defined in (8), and σ2

k is a standard
extension. Clearly we can assume that one of the these two options for ϕk holds simultaneously
for all k. We consider the two cases separately.

Suppose first that ϕk factors through τk for all k. In this case we necessarily have l = lim
k→∞

lk =

∞. For each k there is an isomorphism V2nk
∼= V ∗2nk

provided by the respective symmetric
bilinear form. This allows us to assume that the standard extension σ1

k : G(nk − 2, V2nk
) →֒

G(lk, Ṽrk) is strict for all k, and so are the standard extensions ψ̃k. Let µk : V2nk
→֒ V2nk+1

be the
inclusions associated to the standard extensions ψk. Then there are strict standard extensions
ξk such that the following diagram is commutative for all k:

ϕk+1 : GO(nk+1 − 2, V2nk+1
)

τk+1

→֒ G(nk+1 − 2, V2nk+1
)

σ1
k+1

→֒ G(lk+1, Ṽrk+1
)

ψk →֒ ξk →֒ ψ̃k →֒

ϕk : GO(nk − 2, V2nk
)

τk
→֒ G(nk − 2, V2nk

)
σ1
k

→֒ G(lk, Ṽrk).

Set V := lim
→
V2nk

, and let W (−2) := lim
→
Unk−2 be the subspace of V defined by a chain

Unk−2 ∈ Xk such that ψk(Unk−2) = Unk+1−2. Let E ⊂ V be a isotropic basis containing a
basis of each of the subspaces V2nk

, Unk−2 for all k. Then the direct limit of the tautological
embeddings τk admits the following global expression:

τX = lim
→
τk : X = GO(W−2, E, V ) →֒ G(W,E, V ) ∼= lim

→
G(nk − 2, V2nk

) = G(∞) .

U 7→ U

Since each σ1
k is a strict standard extension, the corresponding inclusion νk : V2nk

→֒ Ṽrk is well

defined, and we have an inclusion of direct limits ν := lim
→
νk : V →֒ Ṽ := lim

→
Ṽrk . The argument

used for part (i) of Theorem 5.8 implies that the direct limit σ1 := lim
→
σ1
k : G(∞) → G(∞) is

a standard extension of the form

σ1 = lim
→
σ1
k : G(W,E, V ) →֒ G(W̃ , Ẽ, Ṽ ) = Y

U 7→ U ⊕W ′
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for some suitable subspace W ′ ⊂ W̃ and basis E. We conclude that the initial embedding ϕ
factors as ϕ = σ1 ◦ τX as asserted.

Next, suppose that ϕk factors through δnk
for all k. We claim that there exist standard

extensions ηk making the following diagram commutative for every k:

ϕk+1 : GO(nk+1 − 2, V2nk+1
)

δnk+1

→֒ G(2, V2nk+1−1)
σ2
k+1

→֒ G(lk+1, Ṽrk+1
)

ψk →֒ ηk →֒ ψ̃k →֒

ϕk : GO(nk − 2, V2nk
)

δnk

→֒ G(2, V2nk−1)
σ2
k

→֒ G(lk, Ṽrk).

(21)

Note first that, as in the previous case, we can modify the exhaustions of X and Y so that
the standard extensions σ2

k and ψ̃k are strict for all k. Each standard extension ψk : GO(nk −
2, V2nk

) →֒ GO(nk+1−2, V2nk+1
) has the form ψk(U) = µk(U)⊕U

′ for a unique U ′ ∈ GO(nk+1−
nk, V2nk

). Thus ψk determines a standard extension

ζk : S2nk
:= GO(nk, V2nk

) →֒ GO(nk+1, V2nk+1
) =: S2nk+1

, ζk(U) = µk(U)⊕ U ′ .

Let ζ̂k : VS2nk
→֒ VS2nk+1

be the inclusion corresponding to the embedding ζk. Then ζ̂k
determines a strict standard extension

ηk : G(2, VS2nk
) →֒ G(2, VS2nk

) , ηk(U) := ζ̂k(U) .

Furthermore, we have δnk+1
◦ ψk(U) = ζ̂k(δk(U)), which implies that the commutation relation

ηk ◦ δnk
= δnk+1

◦ ψk is satisfied for every k. Next, the construction from Case 2 of the proof
of Theorem 3.3,(i), provides a linear embedding πk : Snk

→֒ P(Vrk) such that the standard
extension σ2

k is induced by πk. Let π̂k : VSnk
→֒ Vrk be the inclusion induced by πk. Then the

relation ϕk+1 ◦ ψk = ψ̃k ◦ ϕk implies π̂k+1 ◦ ζ̂k = µ̃k ◦ π̂k, and hence ψ̃k ◦ σ
2
k = σ2

k+1 ◦ ηk. This
shows that the diagram (21) is commutative.

The existence of the standard extensions ηk implies that the embedding ϕ factors through
the linear ind-grassmannian G(2) := lim

→
G(2, VS2nk

) as ϕ = δ ◦ σ2 where δ := lim
→
δnk

and σ2 :=

lim
→
σ2
k. Global expressions for δ and σ1 are constructed respectively in Proposition 5.6 and in

the proof of part (i) of Theorem 5.8. The classification of linear embeddings GO0(∞, 2) →֒ G(l)
(with 2 ≤ l ≤ ∞) is complete.

All remaining cases in the proof of Theorems 5.8 and 5.9 are left to the reader. �

Proposition 5.10. Let Y be a linear ind-grassmannian not isomorphic to GO1(∞, 0). Then
every linear embedding GO1(∞, 0) →֒ Y factors through a projective space, or possibly through
a standard ind-quadric in case Y isomorphic to GO(l) or GO(∞,∞).

Proof. The statement follows from Proposition 3.1. �

Theorems 5.8 and 5.9 yield the following.

Corollary 5.11. Let X
ϕ
→֒ Y be a proper linear embedding of linear ind-grassmannians which

does not factor through a projective ind-space or an ind-quadric. Assume furthermore that Y
is not a spinor ind-grassmannian. Then the following is a complete list of the possible choices
for X and Y:

(a) ϕ : G(m) →֒ G(l) for 2 ≤ m ≤ l ≤ ∞;

(b.1) ϕ : GO(m,∞) →֒ GO(l,∞) 2 ≤ m ≤ l ≤ ∞;

(b.2) ϕ : GO(m,∞) →֒ GOε(∞, l) for 2 ≤ m ≤ l <∞;

(b.3) ϕ : GOε(∞, m) →֒ GO(∞,∞) for 0 < m <∞;
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(b.2) ϕ : GOε(∞, m) →֒ GOε′(∞, l) for 0 < m ≤ l <∞;

(c.1) ϕ : GS(m,∞) →֒ GS(l, d) for 2 ≤ m ≤ min{l, d};

(c.1) ϕ : GS(∞, m) →֒ GS(∞, l) for 0 ≤ m ≤ l ≤ ∞;

(i.1) ϕ : G(m) →֒ GO(l,∞) for 2 ≤ m ≤ l;

(i.2) ϕ : G(m) →֒ GOε(∞, l) for 2 ≤ m ≤ l <∞;

(iii.1) ϕ : GO(m,∞) →֒ G(l) for 2 ≤ m ≤ l;

(iii.2) ϕ : GOε(∞, m) →֒ G(l) for 0 < m ≤ ∞ and l = ∞, or for m = 2− ε ≤ l − ε;

(iv.1) ϕ : GS(m,∞) →֒ G(l) for 2 ≤ m ≤ l ≤ ∞;

(iv.2) ϕ : GS(∞, m) →֒ G(∞) for 0 ≤ m ≤ l = ∞;

(v.1) ϕ : GO(m,∞) →֒ GS(l, d) for 2 ≤ m ≤ min{l, d} ≤ ∞;

(v.2) ϕ : GOε(∞, m) →֒ GS(l, d) for l = d = ∞, or for m = 2− ε ≤ min{l, d} − ε;

(vi.1) ϕ : GS(m, c) →֒ GO(l,∞) for 2 ≤ m ≤ l ≤ ∞ and 0 ≤ c ≤ ∞;

(vi.1) ϕ : GS(m, c) →֒ GOε(∞, l) for 2 ≤ m ≤ l <∞ and 0 ≤ c ≤ ∞.

It is well known, [1], that every linear ind-grassmannianX admits a transitive action of an ind-

groupG obtained as a direct limit lim
→
GXk

where Xk
σk
→֒ Xk+1 is an exhaustion ofX by standard

extensions. Furthermore, the image of the corresponding homomorphism GXk

fk→ GXk+1
is an

LS-subgroup for each k.

Corollary 5.12. Let Y be a non-spinor linear ind-grassmannian. Every linear embedding of

linear ind-grassmannians X
ϕ
→֒ Y, which does not factor through a projective ind-space or a

standard ind-quadric, is equivariant with respect to a homomorphism of ind-groups G
f
→ H

where G acts transitively on X and H acts transitively on Y.

Proof. The equivariance properties of linear embeddings of grassmannians show in Theorem
4.1, Proposition 4.4 and Corollary 4.5, imply that for linear ind-grassmannians the claimed
equivariance holds for tautological embeddings, standard extensions, isotropic extensions, as
well as for the embeddings δε, δεO, δ

ε
S with ε ∈ {0, 1}. This implies the result for all linear

embeddings of ind-grassmannians, due to the classification in Theorems 5.8 and 5.9. �
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